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Toxicity Assessment Of The Aqueous Extract Of Calotropis Procera In
Rabbits
J. D. Mbako. University of Yaounde I, Yaounde, Cameroon,

Calotropis procera has been reported to possess medicinal properties but equally pose
deleterious effect on animals. To investigate the extent of damage, a toxicological
evaluation of the aqueous extract of fresh leaves of the plant was conducted, with
main objective being to identify target organs and no effects groups. Phytochemical
screening revealed the presence of alkaloids, saponins, tannins, cardiac glycosides, and
flavonoids while elemental analysis showed traces of iron, lead, sodium, and potassium
in concentrations of 0.23, 0.03, 0.82 and 9.5 mg/g respectively. Acute toxicity study was
carried out with oral administration of 200, 400, 800, and 1600mg/kg of the extract once
to groups I, II, IIT and TV respectively within a 24 hours observation period, with Groups V,
(controls) given water. Four rabbits died within 24 hours and LD, was estimated (940mg/
kg). 80, 40 and 20mg/kg of the extract were administered daily to groups I, II, and IIT
respectively during sub-acute toxicity study for 14 days, with Groups IV, given water.
Statistical analysis of Aspartate Amino Transferase (AST), Alanine Amino Transferase
(ALT), Alkaline Phosphatase (ALP), Albumin and protein showed no significant changes at
P<0.05. Changes in Packed Cell Volume (PCV), White Blood Cells (WBC), Haemoglobin
(Hb), Platelets, and Differential Leucocyte Count (Lymphocytes, Monocytes, Eosinophils,
Heterophils/Neutrophils and Basophils) were equally statistically insignificant at P<0.05.
However, gross and histopathological examination of some organs and tissues (heart, liver,
kidney, brain, small intestine and lungs) revealed lesions. It was concluded that the extract
had no significant effect on blood parameters when administered orally at tolerable doses
since controls were also affected but have lethal effects at higher doses since the effect was
found to be dose-dependent.

Keywords: Calotropis procera, Toxicity, Histopathology, haematology, Serum Enzymes
and Protein.

RNase L is involved in hematopoiesis and iron retention
X.Yi, A. Zhou. Cleveland State University, Cleveland, OH,

Background: RNase L is an interferon (IFN) inducible enzyme that plays an important
role in IFN functions against viruses and cellular proliferation. Previous studies in our
lab have demonstrated that RNase L mediates the expression of proinflammatory genes
such as tumor necrosis factor-o. (TNF-o) and interleukin-6 (IL-6), which have been well
demonstrated involved in iron deficiency.

Objective: The aim of this study was to evaluate the effect of RNase L on hematopoiesis
and iron deficiency in the RNase L deficient mouse model.

Methods: RNase L wild type and null mice with C57BL/6 background in both genders (2
weeks) were used in the in vivo experiments. Initially, different groups of the animals were
treated with 20ug Lipopolysaccharide (LPS) every other day for one week (three times in
total) by an intraperitoneal route (i.p.). Total RNAs in the liver and kidney were isolated
and the expression of erythropoietin (EPO) and hepcidin genes, which predominantly
regulate iron homeostasis, was determined by RT-PCR. These animals were fed with an
iron-deficient diet for 20days and blood was collected for hemotologic profile analysis.
Results: Light-colored kidney and liver were observed in RNase L™ mice. The latter was
more severe in pregnant mice. The expression of EPO gene in the kidney was increased
in RNase L mice after LPS treatment and lack of RNase L suppressed the induction
of hepcidin by LPS. Complete blood cell profile showed no obvious difference in red
blood cells (RBC), hemoglobin (Hgb) between RNase L wild type and null mice, but a
significant decrease of mean corpuscular volume (MCV), a surrogate marker for detecting
early iron deficiency, and white blood cells (WBC) in RNase L mice.

Conclusion: Our data suggest that RNase L may be involved in hematopoiesis through
modulating iron homeostasis by regulating the expression of certain genes, such as EPO
and hepcidin.
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The effects of nitric oxide and asymmetric dimethylarginine in the rat
endometriosis model

T. Cayci, E. O. Akgul, Y. Gulcan Kurt, T. S. Ceyhan, I. Aydin, O. Onguru, H.
Yaman, E. Cakir, C. Bilgi, K. M. Erbil. Gulhane Military Medical Academy,
Ankara, Turkey,

Background: The aim of study was to investigate the effects of nitric oxide (NO) and
asymmetric dimethylarginine (ADMA) in endometriosis model.

Methods: Forty-one rats in which endometriotic implants were divided into four groups,
including Group 1 (infliximab), Group 2 (etanercept), Group 3 (letrozole), Group 4
(control). There were 11 rats in Group 5 (normal). Implants’ size, plasma ADMA and
nitrate/nitrite (NO,) levels and histological score were assessed.

Results: In the groups of 1, 2 and 3, plasma ADMA levels were higher than groups of 4
and normal, 296.8 + 66.2, 285.9 + 35.7,200.3 £ 41.0, 125.3 + 16.7, 111.3 + 6.5 umol/L,
while NO_levels lower than groups of control and normal 19.6 + 3.8, 19.8 £ 4.4, 39.3 +
6.1,80.5+ 5.3, and 91.1 £ 5.0 umol/L, respectively.

Conclusion: Infliximab, etanercept and letrozole have regressed endometriotic implants,
decreased plasma NO_ levels, and increased plasma ADMA levels.

Pentraxin 3 as a Potential Biomarker of Acetaminophen-Induced Liver
Injury

E. Cakir, E. O. Akgul, I. Aydin, O. Onguru, T. Cayci, Y. Gulcan Kurt, M.
Agilli, F. N. Aydin, M. Gulec, N. Ersoz, T. Turker, H. Yaman, C. Bilgi, K. M.
Erbil. Gulhane Military Medical Academy, Ankara, Turkey,

Background: Overdose of acetaminophen can lead to severe liver injury in humans
and experimental animals. Pentraxin-3 is produced and released by several cell types.
In this study, we aimed to evaluate whether pentraxin-3 is a potential biomarker in the
identification of acetaminophen-induced liver injury.

Methods: Thirty adult Wistar rats were randomly divided into three groups: control,
acetaminophen-1 and acetaminophen-2 groups. Acetaminophen-1 and acetaminophen-2
group rats were given as a single dose 1 and 2 g/kg body weight of acetaminophen by
gastric tube, respectively. Liver tissues and blood samples were obtained for biochemical
and histopathological analysis. Biochemical parameters, plasma and liver pentraxin-3
levels and degree of liver necrosis were comparable in the control, acetaminophen-1 and
acetaminophen-2 group animals.

Results: Acetaminophen treatments caused necrosis in the liver after 48 h. In rats of group
of acetaminophen-1 and acetaminophen-2 when compared with rats of control group (7.5
+ 3.3 ng/mg protein), mean liver pentraxin-3 concentrations were 14.1 + 3.0 (p = 0.032)
and 28.5 £ 8.2 (p <0.001) ng/mg protein, respectively. The degrees of liver necrosis of the
acetaminophen-1 and acetaminophen-2 groups were higher than the group of control (p
<0.001 and p < 0.001, respectively). Increased serum alanine aminotransferase, aspartate
aminotransferase activities in acetaminophen-1 and acetaminophen-2 rats were in good
agreement with histopathological injury.

Conclusion: This study suggests a role of pentraxin-3 in the acetaminophen-induced liver
injury in the rats. The elevated liver pentraxin-3 in the acetaminophen-induced hepatic
necrosis might be a marker of acute histological liver damage.

The Association between Neopterin and Acetaminophen-Induced
Nephrotoxicity

E. Cakir, E. O. Akgul, I. Aydin, T. Cayci, Y. Gulcan Kurt, O. Onguru, F. N.
Aydin, M. Agilli, H. Yaman, N. Ersoz, A. Guven, T. Turker, C. Bilgi, K. M.
Erbil. Gulhane Military Medical Academy, Ankara, Turkey,

Background: In large dosages, acetaminophen (APAP) produces acute kidney necrosis
in most mammalian species. High neopterin levels has been accepted as strong indicator
for the clinical severity of some diseases. In this study, we aimed to evaluate whether
neopterin is a biomarker in the identification of APAP-induced nehrotoxicity.

Methods: Thirty adult male Wistar rats were randomly divided into three groups:
control, APAP-1 and APAP-2 groups. APAP-1 and APAP-2 group rats were given as
a single dose 1 and 2 g/kg body weight of APAP by gastric tube, respectively. Kidney
tissues and blood samples were obtained for biochemical and histopathological analysis.
Biochemical parameters, serum and kidney neopterin levels and grade of tubular injury
were comparable in the control, APAP-1 and APAP-2 group animals.

Results: APAP treatments caused tubular necrosis in the kidney and increase in serum
creatinine concentrations accompanied by elevated serum and kidney neopterin levels. In
rats of group of APAP-1 and APAP-2 when compared with rats of control group (109.1
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pmol/mg protein), median kidney neopterin concentrations were 162.1 (p = 0.089) and
222.2 (p <0.001) pmol/mg protein, respectively. The grade of tubular injury of the APAP-
1 and APAP-2 groups was higher than the group of control (p < 0.001 and p < 0.001,
respectively).

Conclusion: Serum and kidney neopterin levels could be sensible alternative to evaluate
the risk to have nephrotoxicity due to overdose of APAP. The elevated serum and kidney
neopterin in the APAP-induced tubular necrosis might be a marker of acute histological
kidney injury.
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Measurement of TS-131, a New Monopyridinium Oxime, by High
Performance Liquid Chromatography in Rat Plasma Samples

Z.1. Kunak', E. O. Akgul', H. Yaren', T. Cayci', Y. Gulcan Kurt', . Aydin', H.
Yaman', L. Kenar', T. Subasi?, E. Cakir', E. Macit', A. S. Demir?, K. M. Erbil',
J. Z. Karasova®. ' Gulhane Military Medical Academy, Ankara, Turkey, *Middle
East Technical University, Ankara, Turkey, *Faculty of Military Health Sciences,
Hradec Kralove, Czech Republic,

Background: TS-131 is a monopyridinium aldoxime-type cholinesterase reactivator
developed as a potential alternative to commercially available oximes.

Methods: Male Spraque Dawley rats were treated intramuscularly with TS-131 and the
samples were collected 30 min later. Separation was carried out by HPLC using octadecyl
silica stationary phase and a mobile phase consisting of 92% 0.1 M ammonium acetate
and 8% methanol. Measurements were carried out at 40 °C. Quantitative absorbance was
monitored at 242 nm.

Results: The calibration curve was linear through the range of 0.78-3200 umol/L, which
is well beyond the detected plasma level range of TS-131. Limit of quantitation was 0.39
umol/L. Intra-day and inter-day precisions of the HPLC determinations gave standard
deviations as 1.94 and 1.22%, respectively. After spiking, average spike recoveries ranged
from 99.2% to 100.4% and, overall mean recovery of 99.8% was found.

Conclusion: A sensitive, simple and reliable high performance liquid chromatography
(HPLC) method with diode array detector was developed for the measurement of TS-131
concentrations in rat plasma samples.

Efficacy of Hyperbaric Oxygen Therapy and S-Methylisothiourea in
Experimental Acute Necrotizing Pancreatitis

O. Altinel, N. Ersoz, B. Uysal, M. Ozturk, T. Cayci, B. Kurt, I. H. Ozerhan, Y.
Gulcan Kurt, H. Yaman, A. Guven, A. Korkmaz, M. Yasar. Gulhane Military
Medical Academy, Ankara, Turkey,

Background: Acute pancreatitis is a disease where the trigger mechanisms of the
inflammation and thus also the influence of cytokines are very closely associated
and are therefore apparent. Neopterin (NP) has been recognized as a valid marker for
cellular immune activation. The aim of this study was to investigate the individual and
combined effects of HBO and S-methylisothiourea (SMT) therapies on biochemical
and histopathological changes, oxidative stress, and bacterial translocation (BT) in an
experimental rat model of acute necrotizing pancreatitis (ANP).

Methods: Fifty Sprague-Dawley rats were randomly divided into five groups: SHAM,
ANP, HBO, SMT, and HBO+SMT groups. Rats in all groups expect sham group received
sodium taurocholate while rats in sham group received normal saline injection into the
common biliopancreatic duct. HBO or SMT was applied to rats in the HBO, SMT, and
HBO+SMT groups after induction of pancreatitis. All surviving animals were killed at the
4™ day after induction of pancreatitis. Their tissue and blood samples were obtained for
biochemical, microbiological and histopathological analysis.

Results: Serum amylase and NP, oxidative stress parameters, histopathologic score, BT,
and survival rates were better in the therapy groups than in the ANP group. Histopathologic
injury scores [median (min-max)] of the HBO+SMT group [8 (7-9)] were lower than the
group of ANP [18 (15-23)] (p<0.01). NP levels were significantly higher in the ANP group
than the sham group (p<0.001). There was no statistically correlation between serum
amylase and NP levels in the HBO group (r=0.611; p=0.08) and the SMT group (r=-0.094,
p= 0.797). The number of infected rats in the HBO+SMT group was significantly lower
compared to the ANP group. Oxidative stress parameters improved in all treatment groups
when compared with the ANP group.

Conclusion: This study showed that activation of cellular immunity is implicated in the
pathogenesis of ANP and may be a main contributory factor to severity of pancreatitis. NP
may be considered a reliable prognostic indicator. Additional evaluation of the actions of
HBO and SMT treatments in ANP is warranted to improve treatment results, possibly by
development of synergistic therapies. Further research studies are required to investigate
future therapeutic opportunities in the ANP.
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Cardioprotective activity of Terminalia arjuna in Isoproterenol induced
Myocardial ischemia in rats

S. K. Shukla, S. Dwivedi, U. R. Singh, S. B. Sharma. University college of
medical sciences and GTB Hospital, Delhi, India,

Cardiovascular diseases are one of the leading cause of morbidity and mortality in
developed as well as in developing countries, including India too and their prevention
are a major public health challenge'. Oxidative stress plays a potential role in CAD and
it has been suggested to accelerate atherosclerosis®. Terminalia arjuna is traditionally
used for the treatment of heart diseases**°. The present study demonstrates the effect of
hydroalcoholic extract of Terminalia arjuna bark on lipid peroxidation (MDA) , reduced
glutathione (GSH) and superoxide dismutase (SOD) to evaluate their antioxidant activity
and then sacrificed for histopathological investigation.24 male albino rats weighing 200-
250g were divided into three experimental groups (n=8 in each groups). Normal healthy
rats were given normal saline for 30 days. Control group was given normal saline for30
days, Isoproterenol (85mg/kg b.w) administered on 29" and 30" day®. In drug treated
group hydroalcoholic extract of T. arjuna (HETA), orally administered for 30 days at a
dose of 100 mg/kg b.w, Isoproterenol (85mg/kg b.w) administered on 29" and 30" day.
Fasting blood samples were taken prior to and after given the treatment to estimate MDA,
GSH and SOD, and then sacrificed for histopathological examination.

Results- HETA produced significant depletion in MDA with a concomitant elevation
in activity of SOD, GSH level was also significantly increased by HETA (p<0.001).
On staining with Haematoxylin and eosin normal-Clear integrity of myocardial cell
membrane, normal myofibrillar structure with striations, branched appearance and
continuity with adjacent myofibrils were seen in normal group while in ISP control -patchy
areas of necrosis, hyalinization of myofibrils with focal cellular infiltrations were seen, the
myofibrils showed vacuolar changes with fragmentation suggestive of necrosis. Animals
pre-treated with T.A 100mg/kg b.w ,the morphology of the myocardium was almost
similar to that observed in normal animals.

Conclusions- Hydroalcoholic extract of T. arjuna bark was found to be more effective in
producing antioxidant response and also restore the morphology of myocardium towards
normal. The results suggest that crude bark of TA augments endogenous antioxidant
compounds of rat heart’ and also prevents oxidative stress associated with Isoproterenol
induced ischemia in rats heart.

References

1. Murray C.J and Lopez A.D, Alternative projections of mortality and disability by cause
1990-2020: global burden of Disease Study, Lancet, 1997; 349:1498-504.

2. Khoo K.L,Tan H,Liew Y.M,Deslypere J.P and Janus E, Lipids and coronary heart
disease in Asia.Atherosclerosis,2003;169(1):1-10

3. Dwivedi S, Agarawal MP, Antianginal and cardioprotective effects of T.arjuna,an
indigenous drug in coronary artery disease Assoc Physicians India,1994;42:287.

4. Dwivedi S,Jauhari R,Benificial effect of Terminalia arjuna in coronary artery disease.
Indian heart J,1997;49:507-510.

5. Rona G, Chappel CL, Balazs T, Gudry R. An infarct like myocardial necrosis and other
toxic manifestations produced by isoproterenol in the rat. Archs Path 1959; 67:443-55

6. K.Gauthaman, M.Maulik, R.Kumari, S.CManchanda, A .K.Dinda, S.K.Maulik, Effect
of chronic treatment with bark of Terminalia arjuna: a study on the isolated ischemic-
reperfused rat heart.J Ethnopharmacology, 2001; 75:197-201

Evaluation of Species Specific Calibrations for Measuring Albumin

in Urine of Dogs and Monkeys using an Automated Human
Immunoturbidometric Assay

D. F. Adams, K. M. Lynch, T. S. Sellers, D. Ennulat. GlaxoSmithKline, King
of Prussia, PA,

The Siemens human immunoturbidometric microalbumin assay for the ADVIA® 1650
Chemistry System is an immunological method used to assess and/or monitor renal
disease in clinical medicine. Application of this method for nonclinical species could
provide a reliable and automated method for assessing kidney injury in nonclinical safety
studies. However, the anti-human antibody used in this assay demonstrated only partial
cross-reactivity to dog and cynomolgus monkey albumin. Here we describe the use of
commercially available dog and cynomolgus monkey albumin to create species-specific
calibrations for accurately measuring albumin in urine from beagle dogs and cynomolgus
monkeys using the Siemens assay on the ADVIA 1650 Chemistry System. Stock solutions
of dog and cynomolgus monkey albumin diluted in diH,O to concentrations of 500 mg/L
were used to prepare multi-point calibration curves. Intra- and inter-assay precision
was acceptable (CVs < 5%) using commercially available human controls (albumin
concentrations of 30-40 mg/L and 150-200 mg/L) and dog and monkey urine. Linearity
was demonstrated in both species across the calibration range of 5 to 500 mg/L (dog: R*
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=0.9999, monkey: R?=0.9997). Additionally, the stock 500 mg/L calibrators were stable
at -70°C for 2 months. Spike/recovery evaluations demonstrated acceptable recovery
(87-104%) in both species. Mean (min-max) urinary albumin (normalized to creatinine)
values in clinically healthy beagle dogs and cynomolgus monkeys were 0.43 (0.03-2.80)
mg/mmol and 1.47 (0.41-8.69) mg/mmol, respectively (n = 24/species). Additionally,
urinary albumin concentrations for 20 clinically healthy beagle dogs correlated well
(y = 2.87x + 12.93, R? = 0.9488) with albumin concentrations measured using a dog
specific microalbumin ELISA method. Species-specific calibration of the Siemens human
immunoturbidometric microalbumin assay provides an easily adaptable automated
method for measurement of urinary albumin concentrations in dogs and monkeys.
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Effect of Vortexing Blood on In Vitro Hemolysis Assay Results
D. W. Sprenger, H. L. Jordan. GlaxoSmithKline, Research Triangle Park, NC,

Background: The assessment of the hemolytic potential of parenteral drug formulations
is essential for safe administration of intravascular therapeutics. Drug safety laboratories
continue to develop better methods for assessing hemolytic potential. Experiments with
canine and human blood were conducted.

Methods: To simulate intravascular administration, in vitro hemolytic studies combine test
articles with whole blood or washed cells using rapid mixing at physiological temperature
and pH. The objective of this experiment was to determine the extent to which vortexing
speed and duration contribute to the disruption of human red blood cells (RBC) in vitro
as measured by release of hemoglobin (Hgb) and potassium (K*). Washed RBCs from
a healthy human volunteer were mixed with either normal saline or a 20% cyclodextrin
vehicle (Captisol®) in citrate buffer and maintained at 37°C. Five mixing levels increasing
in speed and duration, 1 to 60 seconds, were evaluated using the Scientific Industries
Vortex Genie2 Model G-560. RBCs suspensions were incubated with an equal volume of
test article in each tube. One ml of 5% dextrose was added to stop the lytic reaction. Cells
and debri were removed after a 5 minute incubation at 37 °C. Hgb and K* concentrations
were determined with the Olympus AU640¢ and expressed as a percent of positive control.
Results: Saline: Hgb release ranged from 0.0% to 0.2%; K* release ranged from 0.0%
to 0.3%. Cyclodextrin/citrate: Hgb release ranged from 0.1% to 1.2%; K" release
ranged from 2.4% to 3.4%. The greatest release was found at the maximum mixing
levels (40s at speed 5 or 60s at speed 6).

Conclusion: Vortexing human RBCs in normal saline up to 60 seconds at medium speed
did not cause hemolysis. 20% cyclodextrin did not cause hemolysis at low mixing speeds,
however vortexing at longer times and higher speed (i.e., 40s at speed 5 or 60s at speed 6)
caused slight to moderate hemolysis.

Effects of phytic acid and exercise on some serum analytes in rats orally
exposed to diets supplemented with cadmium

T. Daley, S. Omoregie, V. Wright, F. Omoruyi. Northern Caribbean
University, Mandeville, Jamaica,

Cadmium is a ubiquitous environmental pollutant of increasing worldwide concern. The
uptake of this element is mainly through ingestion of food crops grown on cadmium
containing soil. Cadmium has been reported to be high in the soil where food crops
are grown in some parishes of Jamaica. Cadmium is a well-known human carcinogen
and a potent nephrotoxin. Phytic acid is a storage form of phosphorus which is found in
significant quantities in plant seeds, roots and tubers and has been shown to be high in
some food crops grown in Jamaica. The anti-nutrient property of phytic acid is based on
its strong ability to chelate multivalent metal ions, including cadmium, precipitate and
decrease the availability of these minerals as a result of the formation of very insoluble
salts that are poorly absorbed from the gut. In this study, we determined the effects of
phytic acid and exercise on the metabolism of cadmium in rats.

Five groups of rats were fed as follows: Group 1 was fed control diet, group 2 was fed
control diet supplemented with cadmium and subjected to exercise, group 3 was fed
control diet supplemented with phytic acid plus cadmium and subjected to exercise. Group
4 was fed control diet supplemented with cadmium and phytic acid and group 5 was fed
control diet supplemented with cadmium. The animals were fed for four weeks and then
sacrificed. Blood samples were collected for some cardiac markers, electrolytes, liver
enzymes, electrolytes, lipid profile and some renal function evaluation.

The group that was fed control diet supplemented with cadmium displayed increased
electrolytes, liver enzymes and cardiac markers compared to other test groups. Similarly,
Blood urea nitrogen, uric acid and phosphate were increased in group 5 rats compared to
other test groups. Increased alkaline phosphatase activity was observed in group 2 rats
while amylase activity increased in groups 2 and 4 rats compared to other test groups.
There was decrease in the weights of the liver and kidneys of rats fed cadmium only
compared to the other groups. These observations suggest that consumption of diet high
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in phytic acid with relatively high physical activity may be protective against the adverse
effects of cadmium.

Effect of sulfite on antioxidant enzymes and lipid peroxidation in normal
and sulfite oxidase-deficient rat erythrocytes

O. Ozturk', S. Oktar’, M. Aydin’, V. Kugukatay*, N. Yilmaz', Z. Yonden',

S. Sogut'. ‘Mustafa Kemal University, Faculty of Medicine, Department

of Biochemistry, Hatay, Turkey, *Mustafa Kemal University, Faculty of
Medicine, Department of Pharmacology, Hatay, Turkey, *Mustafa Kemal
University, Faculty of Medicine, Department of Physiology, Hatay, Turkey,
*Pamukkale University, Faculty of Medicine, Department of Physiology,
Denizli, Turkey,

Background: Sulfite and related chemical such as sulfite salts and sulfur dioxide has
been used a preservative in food and drugs. This molecule has also been generated
from the catabolism of sulfur-containing amino acids. Sulfite is a very reactive and
potentially toxic molecule and has to be detoxified by the enzyme sulfite oxidase
(SOX). The aim of this study was to investigate the effects of ingested sulfite on
erythrocyte antioxidant/oxidant status.

Methods: Rats were assigned to four groups (n=10 rats/group) as follows; control (C),
sulfite (CS), deficient (D) and deficient + sulfite (DS). SOX deficiency was established
by feeding rats a low molibdenyum diet and adding to their drinking water 200 ppm
tungsten (W). Sulfite (25 mg/kg) was administered to the animals via their drinking
water. Antioxidant status was evaluated by measuring activity of glucose-6-phosphate
dehydrogenase (G-6-PD), superoxide dismutase (SOD), catalase (CAT) and glutathione
peroxidase (GPx) activities and oxidant status by measurig thiobarbituric acid reactive
substances (TBARS) in normal and SOX deficient rats.

Results: The results are given in the table below:

.

Control Sulfite SOX, SOX Deficient Sulfite
Parameters Group (C) Treated Deficient Treated Group (DS)

P ) |Group (CS) [Group (D) P

Hepatic SOX o 1155 |sos18 10302009 [0.19:0.08¢
(unite/mg protein)
G-6-PD

11.1£1. 16.4+8.06° |28.8+4.7° 1.2+8.5*
(1U/gHb) 06 [16.4+8.06 8.8+4.7 3 8.5
Cu.Zn-SOD

4234+2 115+1322 467+1532 99+51¢
(U/gHb) 344290 |5115+13 5467+£153* |6599+5
GPx

+ -+0.6" -+ 2 + a
(U/gHb) 2.4+0.2 2.8+0.6 3.9+0.48* |3.8+0.47
CAT
+ + + +

(/gHb) 120+13 13449.6 1309 121 +17
TBARS 0.66+£0.21 [0.72+0.37¢ ]0.5+0.23¢  0.9+0.48°
(nmol/gHb)

Values are expressed as mean + S.D. P < 0.05 was considered as significant.

a: p<0.001 compared with control group, b: p<0.01 compared with D and DS groups.

c¢: p<0.001 compared with the other groups, d: p<0.05 compared with control group.
Conclusion: Erythrocyte G-6-PD, SOD and GPx but not CAT activities were found to be
significantly increased with and without sulfite treatment in SOX deficient groups. TBARS
levels were found to be significantly increased in CS and DS groups and decreased in
D group. These results suggest that erythrocyte antioxidant capacity where defense
mechanism against the oxidative challenge may be up regulated by both endogenous
and exogenous sulfite due to its oxidating nature. Altough this kind up regulation is also
observed in DS groups, it seems to be insufficient.

Evaluation of an Electrochemiluminescent Immunoassay for
Measurement of Insulin in Rat Plasma
R. McGeary, T. Sellers, D. Ennulat. GlaxoSmithKline, King of Prussia, PA,

Insulin is a peptide hormone secreted by the pancreatic B-cells of the islets of Langerhans
that is involved in maintenance of blood glucose levels and regulation of carbohydrate,
fat and protein metabolism. Inhibition of select protein kinases in the insulin signaling
pathway is increasingly targeted for the development of new anti-cancer therapies, however
pharmacologically-mediated inhibition of this pathway may result in altered insulin levels
or function. Therefore, insulin may be a useful biomarker of pharmacologically-mediated
effects of certain candidate anti-cancer drugs in nonclinical safety studies. We evaluated
the Meso Scale Discovery® (MSD, Gaithersburg, MD) rat electrochemiluminescent
immunoassay for the measurement of insulin in plasma from Sprague-Dawley rats.
Advantages of this methodology for rodent species include the small sample volume
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requirement (20 uL/duplicate analyses) and broad dynamic range, thus limiting the
need for repeat analyses. Intra- and inter-assay precision was acceptable (CVs <6% and
<15%, respectively) for commercially available rat insulin controls (Linco, Millipore
Corporation, St. Charles, MI) and pooled rat plasma samples. Linearity/recovery was
demonstrated up to 40000 ng/L (y=9622.3X - 8931, r’=0.9999) using insulin calibrator
spiked into pooled rat plasma. Plasma insulin concentrations for clinically healthy fasted
rats (combined sexes) ranged from 21 to 741 ng/L. Plasma insulin concentrations were
stable for up to 6 months at -80°C. To assess the utility of this assay in a drug safety study,
plasma insulin was measured at 30 minutes, 1-, 2-, 4-, 8- and 24 hours post-dose on Day 1
and Day 28 of a 4-week study in rats given a compound known to inhibit components of
the insulin signaling pathway. Dose-dependent increases in plasma insulin concentrations
were observed over the 24-hour timecourse in drug-treated rats compared to control. Peak
insulin concentrations were generally observed between 4 and 8 hours post-dose and
progressed in magnitude in high dose rats by Day 28. In conclusion, the MSD rat insulin
assay is a sensitive and precise micronized assay for measurement of plasma insulin in
rats with demonstrated utility in the detection of drug-induced insulin increases in rats on
anonclinical drug safety study.
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Apoptozis after acute spinal cord injury in rats and the effect of
Erythropoietin(EPO)

Y. E. Doventas', S. Yigit', M. Koldas', B. Ozdemir®. 'Haseki Edu.and Res.
Hospital,Clinical Biochemistry, Istanbul, Turkey, *Haseki Edu.and Res.
Hospital, Neurosurgery, Istanbul, Turkey,

Erythropoietin(EPO) is a hematopoietic growth factor that stimulates proliferation and
differentiation of erythroid precursor cells and is also known to exert neurotrophic activity in
the central nervous system. The purpose of this study was to investigate the effectiveness of
recombinant human EPO in attenuating the severity of experimental SCI.

Actotal of 32 spraue-dawley rats underwent clip-compression induced SCI .They were
opereted on with posterior laminectomy.Spinal cord trauma produced by extradural
placement of the anevriysm clip ,for 1 min.Animals were divided into four groups.
The first group only were operated on with posterior laminektomy,second group were
underwent clip-compression induced SCI. The third group received a low total dose.
(EPO -L).(2 doses of 1000 IU each i.p) The fourth group received a high total dose
(EPO-H) early post-op 5000iu/kg i.p. , in postop 24 h. 3000iu/kg ip and in post-op
48 h.1000iw/kg i.p. (3 doz-9000iu/kg). Follow-up was for 6 weeks. Estimation of the
functional progress of each rat was calculated using the locomotor rating scale of
Basso et al, with a range from 0 to 21.

RESULTS: After surgery the animals suffered paraplegia with urinary disturbances.
Rats that received EPO demonstrated statistically significant functional improvement
compared to the Control group, throughout study interval. On the last follow-up at 2 weeks
the EPO-L rats achieved caspase 3 0,54 , the EPO-H 0,41 , and the control group 0,21
.Comparison between the two EPO groups reveals superior final outcome of the group
treated with lower total dose.

CONCLUSION: Our study supports current knowledge, that EPO administration has
a positive effect on functional recovery after experimental ASCI. These data reflect the
positive impact of EPO on the pathophysiologic cascade of secondary neural damage.
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Lateral flow immunochromatographic assay using europium chelate-
loaded silica nanoparticle labels for highly sensitive detection of
chloramphenicol

W. Yang, X. Xia, H. Zhang, Y. Xu, Q. LI. XMU, Xiamen, China,

Background: Due to its well-known highly toxic effects on humans, Chloramphenicol
(CAP) is prohibited from use in food-producing animals in many countries. However,
illegal use of CAP still remains due to its potency, availability and low-cost. CAP
adulterated in animal supplies is one of essential global concerns in the past 30 years.
A permanent control of CAP levels in foodstuffs of animal origin is indispensable
and a simple, rapid and yet sensitive method is highly needed. A competitive lateral
flow immunochromatographic assay using fluorescent europium chelate-loaded silica
nanoparticle labels for highly sensitive detection of chloramphenicol is developed.
Methods: CAP specific polyclonal antibody was raised in rabbits against synthesized
chloramphenicol-keyhole limpet hemocyanin conjugates. Chloramphenicol-bovine
serum albumin conjugates were prepared and used as coating antigen. Detection results
could be either qualitatively assessed by visual observation or quantitatively performed
with a digital camera and Adobe Photoshop software owing to the unique ultra bright
nanoparticle reporters.
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Results: A detection limit of 0.1 ng/mL and a linear relationship from 0.2 to 4.0 ng/mL
were achieved. Nanoparticle labels led to a significant improvement in sensitivity, which
is at least 50 times that of colloidal gold immunochromatographic assay and comparable
with that of enzyme linked immunosorbent assay. Applicability of the developed method
was confirmed with spiked milk samples.

Conclusions: Combining the advantages of rapidness, ease of use, and high sensitivity
of fluorescence detection with signal amplification of europium chelate-loaded
silica nanoparticles, the described assay format is suitable for quantitative testing of
chloramphenicol on site.

Fructosamine Assay for the Veterinary Laboratory
L. Leon. Catachem Inc., Bridgeport, CT,

In diabetes monitoring, to determine the effectiveness of treatments, veterinarians
evaluate serum fructosamine (glycated serum protein) to determine the average glucose
level being experienced by the animal over a 2-3 week period. This study compares a
single liquid reagent test from Catachem Inc. with an established fructosamine test already
on the market. Non-enzymatic glycation of blood proteins has been reported to occur
through formation of ketoamines in a two step reaction: 1. Formation of a Schiff base by
reversible coupling of glucose to protein. 2. Non-reversible Amadori rearrangement to
the corresponding ketoamine or fructosamine. The amount of fructosamine in serum is
increased in diabetes mellitus owing to the high concentration of glucose in the animals’s
blood. Catachem’s kinetic fructosamine test is based on the ability of ketoamines to reduce
nitro blue tetrazolium in alkaline conditions to form a purple colored formazan complex.
This liquid stable, single reagent test is linear to 1000 pmol/L, has reduced interferences
as it is run kinetically and can be applied to most automated instruments. A comparison
of the data demonstrates the reagent’s precision and shows its performance against an
existing method.

Accuracy and Precision: Using an automated analyzer, correlation studies were carried
out between Catachem’s fructosamine procedure (Y) and a reference procedure based on
the reduction of nitro blue tetrazolium (X). Serum samples were assayed and the results
compared by the least squares regression. The following statistics were observed for
Accuracy and precision:

Catachem’s Fructosamine Precision

Fruct. within-run day-day Total

Mean SD CV SD CV SD CV
umo/L umo/L % pmol/L % pmol/L %
215 9.6 4.45 15.9 8.04 15.98 7.76
513 14.29 2.78 22.37 4.68 2591 5.23
830 19.34 2.78 27.17 3.44 30.81 3.81
Catachem’s Fructosamine Accuracy

Y=1.06 +8.55 r=0.995

The Determination of Enzygnost Thrombin Anti-Thrombin III Complex
in Pig Citrated Plasma to Support Pre-Clinical Toxicology Studies.

C. Starks, B. Litzenberger, M. Genato, J. Dharmadhikari, C. McDonough.
Huntingdon Life Sciences, East Millstone, NJ,

Objective: The purpose of this project was to determine if the performance of the Siemens
Diagnostics EIA test kit Enzygnost Thrombin Anti-Thrombin III Complex (TAT) (product
#OWMG-15 or equivalent) was fit-for-purpose when analyzing pig citrated plasma to
support pre-clinical safety assessment toxicology studies. Since the method is specific for
human, matrix effect interference was evaluated.

Methods and Materials: The Siemens Diagnostics EIA test kit Enzygnost Thrombin
Anti-Thrombin IIT Complex (TAT) (product #OWMG-15 or equivalent) is a sandwich
enzyme immunoassay. TAT concentrations are quantified by measuring the test sample
solution absorbance at a specified wavelength and comparing the values with those from
a standard curve. The color intensity is proportional to the concentration of TAT. The
calibration range was 2 to 60 ug/L. The Spectra Max 340 PC 384 Microplate Reader
version 1.0 was used for testing. There were no design modification made to this assay,
however a second control was made from the two highest standards provided in the kit.
in order to demonstrate adequate analytical quality control over the calibration range (kit
only offers 1 QC material).

Results: The Intra-assay precision and accuracy was conducted by analysing QCs and a
pooled pig sodium citrated plasma in duplicate replicates of 5 within one run. The Intra-
assay precision measurements ranged from 2.6% to 4.2 % RSD for QC samples and 8.4%
RSD for Pig sodium citrated plasma pool. The recovery of the QCs ranged from 84.1%to
86.9 %.
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The Inter-assay precision and accuracy was performed by analysing QCs and pool pig
sodium citrated plasma in separate runs against at least three independent standard curves.
The Inter-assay precision measurements ranged from 7.2 to 8.1 % relative standard
deviation (RSD) for QC samples and 10.7 % RSD for the pig sodium citrated plasma pool.
Matrix Effect was performed by preparing spiked samples, which consist of mixing each
QC level with the pooled pig sodium citrated plasma at a 1:20 dilution. The mean recovery
of the spikes samples ranged from 95.6% to 99.2 %.

The assay was used on a study to evaluate treatment effects of a test device applied to a
coagulopathic swine model. The group mean values for pretest and two post treatment
timepoints were 25.42 ug/L, 30.67 ug/L and 41.79 ug/L respectively.

Conclusion: The quantitative method for the measurement of Thrombin Anti-Thrombin
in pig sodium citrated plasma using the Siemens Diagnostics EIA test kit Enzygnost
Thrombin Anti-Thrombin III Complex (TAT) (product #OWMG-15 or equivalent) is
fit-for-purpose when analyzing pig citrated plasma. The pre-clinical safety trial results
demonstrates that the assay translates from human to pig and can serve as a biomarker for
hemostasis evaluations.

o
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Evaluation of newly developed ELISAs for rat, mouse, dog and pig
NGAL

K. Bangert, J. O. Eriksen, L. O. Uttenthal. BioPorto Diagnostics A/S,
Gentofte, Denmark,

Background Acute kidney injury (AKI) is a frequent complication of critical illness and
major surgery. However, clinicians have had few possibilities of improving the outcome
of AKI, which still carries a high mortality. AKI in humans can now be diagnosed at a
very early stage by means of NGAL measurements. To facilitate the use of animal models
in AKI research and toxicological studies, we have developed specific ELISAs for
determining rat, mouse, dog and pig NGAL and here report their initial evaluation.
Methods NGAL was captured with a species-specific NGAL monoclonal antibody in
precoated microwells and detected with another species-specific biotinylated monoclonal
antibody. The specificity of the antibodies was ascertained by positive reaction with the
peak of recombinant NGAL and the 25-kDa peak of native NGAL from plasma and urine
subjected to molecular size exclusion chromatography. The assays were calibrated with
recombinant full-length NGAL diluted in buffer. Normal plasma and urine samples (n =
2-5) were obtained from commercial sources. The intraassay (n = 6) and interassay (n = 4)
variation was determined by repeated measurements of normal plasma and urine samples.
The detection limit was defined as the NGAL concentration corresponding to the OD
signal of the blank + 2 standard deviations (SD). Linearity was considered acceptable if
the serial dilutions of plasma and urine did not deviate more than 15% from the expected
values. Analytical recovery of recombinant NGAL added to plasma, urine or buffer was
determined at 4 different levels covering most of the calibration curve.

Results

Variation Detection  |Acceptable |Analytical |Normal levels
limit lincarity  |recovery  |Mean + SD (ng/mL)
Intraassay |Interassay |[pg/mL Plasma |Urine
Rat  0.9-2.6% [2.9-5.6% [0.23 Yes 91-104% 233 +82 1847 + 584
Mouse |1.9-5.9% 13.3-6.0% 10.70 Yes 93-103%  |235+821137+23
Dog |2.3-4.5% [2.8-5.8% ]0.56 Yes 97-106% (1)345 * 7.6+2.5
Pig  ]1.6-3.0% ]0.8-3.3% ]0.81 Yes 90-101% ;T; * 134+48

Conclusions The newly developed ELISAs have an acceptable performance and can
be used to test whether NGAL responses in animals are similar to those in humans.
The ELISAs may prove to be valuable tools for investigating AKI in drug discovery,
toxicology, experimental surgery and disease models.

The Effect of Chronic Hypoxia and Carbon Monoxide on Oxidative
Stress in Rat Vascular Tissues

J. Kalra', H. Neufeld?, C. Vandier’, R. Wang®*. 'Royal University Hospital,
Saskatoon, SK, Canada, *University of Saskatchewan, Saskatoon, SK,
Canada, 3Universite Francois Rabelais de Tours, Tours, France, *Lakehead
University, Thunder Bay, ON, Canada,

Objectives: It has been suggested that the oxidative stress can be compounded by hypoxia
and can contribute to the apoptotic process. We have previously suggested an important
role for oxidative stress in heart failure and atherosclerosis. We studied the biochemical
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changes and resulting enzymatic oxidative stress level in vascular tissues of rats due to
chronic hypoxia (HC) or carbon monoxide (CO) inhalation.

Methods: Adult female wisteria rats (220-270g) were divided into three groups: Group A
rats (control group, n=5) lived under normal laboratory conditions. Group B rats (“CO”
group, n=8) lived for 3 weeks with chronic CO inhalation (530 ppm). Group C rats (“HC”
group, n=10) lived under chronic hypoxia conditions (hyperbaric chamber @0.5 atm
(50.5 KPa)) for 3 weeks. Their aortic tissues were analyzed for expression of apoptotic
proteins (Bcl-2, Bax and Mcl-1) and hypoxia related heme oxygenase proteins (HO-1 and
HO-2). Tissues were also assayed for levels of lipid hydroperoxide (maldondialdehyde
(MDA)) and activities of lipid hydroperoxidase (FOX2 assay) and antioxidant enzymes
(superoxide dismutase, SOD), catalase (CAT) and glutathione Peroxidase (GSH-Px).
Results: Our study indicated significant (<0.05) changes in the following groups (as
measured by 1 tailed t-test): CO animals showed an increase in MDA (p=0.016) and
decrease in HO-1 (p=0.046) and SOD (p=0.024) in comparison to the control animals.
HC animals showed increased expression of lipid hydroperoxidase (p<0.001) and catalase
(p<0.001), and decreased expression of GSH-Px (p=<0.001) in comparison with control
animals. It is important to note that the CO and HC animals were significantly different in
their stress responses in a number of ways: HC animals had the highest increases in MDA
(p=0.025) and lipid hydroperoxidase (p<0.001), while decreases in HO-1 (p=0.004) and
SOD (p=0.043) were noted in both CO and HC with the levels decreasing more in HC
groups. CO rats also had higher levels of catalase (p<0.001) and GSH-Px (p<0.001) than
the control animals while HC was much higher than the control animals.

Conclusions: These findings strengthen the current theory that the heme oxygenase
protein family plays an important role in the response to hypoxia and related oxidative
stress, and suggest that hypoxia and carbon monoxide affects oxidative stress differently.
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Creating Informative, Useful, and Eye-Appealing Laboratory Reports
Using Excel™ Software

F. H. Wians. Lone Star Pathology Laboratory and Scientific Writing
Consultants, Inc, Helotes, TX,

Excel™ spreadsheets can be used to provide highly informative, eye-appealing, patient-
specific laboratory reports that combine the power of the calculational and graphics
features in this powerful software program. Moreover, the logical function arguments in
Excel can be used to provide automated interpretive information and the rationale for
the interpretation. These advantages are especially desirable when significant amounts
of laboratory data are used to calculate various simple or complex indices and these
indices are used routinely to provide important diagnostic and/or prognostic information
with significant clinical impact. Six Excel-based patient-reports were developed for
calculating, graphing, and/or interpreting the laboratory data used in the assessment and/
or monitoring of: 1) cerebrospinal fluid oligoclonal bands and indices; 2) adrenal gland
lateralization; 3) intra-operative parathyroid hormone (PTH) testing; 4) the location of an
ectopic PTH-secreting tumor based on selective venous sampling for PTH; 5) the source
of elevated serum adrenocorticotropic hormone (ACTH) in patients who have undergone
inferior petrosal sinus sampling for ACTH due to a suspected pituitary ACTH-secreting
tumor; and, 6) a plasma cell dyscrasia based on serum levels of kappa- and lambda free
light chains. Input data for each of the Excel-based reports consists of the results for all
individual laboratory tests used to calculate the required indices and/or ratios for each of
the aforementioned six reports. The output reports contain graphs of patient data and
interpretive information, along with, where appropriate, colorful anatomic figures that
identify the type of report. The accuracy and reliability of all calculations and interpretive
information performed or provided on each report were validated using three separate
approaches: 1) by comparing the results of manual and Excel-based calculations using the
same data; 2) by comparing the results of Laboratory Information System-programmed
and Excel-based calculations using the same data; and, 3) validation of the interpretive
information by an appropriately qualified and experienced, board-certified physician.
All Excel-based patient reports containing interpretive information were reviewed and
endorsed by such a physician, prior to release to the requestor. Using real-world patient
data, examples of all six Excel-based, patient reports will be shown, including the
formulas used to calculate all parameters and the logic rules used to provide interpretive
information. The principal advantages of Excel spreadsheet-based patient reports include
the ability to prepare rapidly patient-specific laboratory reports using a single software
program that is readily available in most clinical laboratories and provides error-free
(provided the raw data are entered correctly) automated calculation, interpretation, and/or
graphical display of large amounts of simple or complex data in a comprehensive, highly
informative, and useful report that can be inserted into the patient’s medical record.

Retrospective analysis of serum creatinine patient data from before
and during a calibration failure interval to evaluate sensitivity and
specificity of a simple running means algorithm for patient-based
quality control (QC)

A.J. Horn, J. D. Landmark, D. F. Stickle. University of Nebraska Medical
Center, Omaha, NE,

Background: Our laboratory recently experienced a 12-hour interval of undetected
miscalibration for serum creatinine (-35% proportional bias) due to a procedural error
utilizing the Beckman DxC analyzer. We examined error-associated patient data and
1-month’s prior patient data to evaluate whether simple monitoring of running means of
patient data could have succeeded in early detection of this particular error with reasonably
high specificity.

Methods: Error-interval data comprised 86 serum creatinine results over approximately a
12-hour interval that had a proportional bias of -35% (corrected result = 1.53 x reported
result; 2 > 0.99). The preceding month’s patient data for serum creatinine (21,713
results) was obtained as a control dataset, which was assumed to have zero bias. A
restricted results interval of 0.3-1.5 mg/dL was selected as the basis for calculation of
running means, which represented approximately the central 95% bounds of the best-fit
normal curve associated with the lower half of the control dataset’s cumulative results
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distribution. The restricted error dataset overall mean (70 results, average 0.67 mg/dL)
differed from that for the restricted control dataset (17,980 results, average 0.87 mg/dL)
by -0.20 mg/dL (delta value). Using running means calculated as a function of the sample
size, n (from n=10-70), we tabulated the number of discrete intervals of QC failures that
would occur for the control dataset (i.e., the number of false positives that would occur
during one month) for assumed delta value QC limits. For the same assumed delta value
QC limits, running means as a function of n were determined for 1000 replicates of the
error dataset in which the order of the 70 results was randomized, and the percentage of
replicate error datasets with QC failures was tabulated. The results (with parameters of
delta value QC limits and sample size n) were evaluated for sensitivity (to flag the error
datasets) and for specificity (to not flag data within the control dataset).

Results: Delta values less than the observed delta value were needed in order to maintain
high sensitivity for detection of error in all replicates of the error dataset, while using n
large enough to avoid an unacceptably high rate of false positives in the control dataset.
Using n=40, a delta value of -0.17 mg/dL (-20% bias) had 100% sensitivity for detection
of error within the error datasets, with an average of 42 samples needed for error detection.
These parameters had a borderline-acceptable false-positive rate (flagging of data in the
control dataset) of 4/month (1/week). For n<35, the false positive rate in the control dataset
was greater than 2/week. Bias correction in the error datasets produced no false positives.
Bias reduction in error datasets to -20% reduced sensitivity for error detection to 95%,
with average length to detection of 47 samples.

Conclusions: A QC algorithm using simple running means of patient data for =40 would
have identified this particular serum creatinine calibration error at a sample interval that
was less than half of the undetected error interval, but with penalty of an anticipated false
positive rate of 1/week.

Goal-based Quality Control: Exploring Use of Standardized Control
Charts and Procedures
D. M. Parry. St Boniface General Hospital, Winnipeg, MB, Canada,

Detecting unacceptable error or change in assay performance is a universal quality control
challenge and current wisdom is that control charts and control procedures should be
based on actual performance data. Unfortunately, this approach to setting quality control
practices is seriously undermined by the difficulty, variability and inconsistency in
obtaining representative performance data.

In goal-based quality control, performance goals are used instead of performance data to
determine the precision and accuracy that are required for acceptable assay performance.
This approach uses a tolerance budget for bias (bias budget) instead of measured bias.
Measured bias is subject to change over time and therefore control practices based on
measured bias require ongoing adjustment, whereas bias budget requires only monitoring
measured bias to ensure that it falls within budget.

The objective of this project is to illustrate use of performance goals (instead of
performance data) for setting control limits (standard deviation) of control charts.

A goal of 3.5 sigma for assay performance and a goal of 15% of its performance standard
(PS) for bias budget were selected to determine to the control limits (SD, ) for three
different automated assays by the following formula:

SD,, = [(PS - 0.15PS)/3.5] x MEAN,, x 1/100

Data to illustrate derivation of goal-based quality control limits.

Goal-
Performance |Performance Bias pased
ANALYTE Standard Goal (Sigma) Budget [Mean,, [SDy, [CVoq, [0oe, QC .
Goal Limits
(SD_)
Glucose 10% 3.5 1.5% |34 0.08 2.5 798 [0.08
CK 30% 3.5 4.5%  193.9 4.06 |43 1997 [6.84
Sodium 4 mmol/L  [3.0 0.6 1108 131 (1.2 |791 |1.26
mmol/L

For maximum error detection, the multi-rule control procedure (1-2s/1-3s/2-2s/R4s/4-
1s/10x) can be used. This quality control strategy is considered exploratory until
empirically validated.

It is concluded that goal-based quality control has a number of potential consequences: 1)
standardized control charts (Levey-Jennings charts) simplifying implementation across
laboratories, 2) minimal lag period to obtain control means, 3) consistency across labs in
aregion and 4) provides a point of reference to labs for comparing actual performance.
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BD Vacutainer® Rapid Serum Tube and Siemens Dimension Vista®
1500 Intelligent Lab System - Improvements in Laboratory Turnaround
Time Metrics

J. C. Wesenberg, K. L. Ost. David Thompson Health Region, Red Deer; AB,
Canada,

The BD Vacutainer® Rapid Serum Tube (RST) contains thrombin and gel barrier. The
thrombin promotes rapid clotting allowing centrifugation within 5 minutes to provide
serum within a timeframe comparable to plasma. The Siemens Dimension Vista®
1500 Intelligent Lab System (Vista) incorporates four technologies to enable analyzer
consolidation and enhanced workflow.

This study determined improvements in laboratory turnaround time (TAT) metrics in a
Lean laboratory environment for all specimens collected at Red Deer Regional Hospital
following replacement of two chemistry and two immunoassay analyzers with two Vista
systems and replacement of BD Vacutainer® SST™ Tube (SST) and BD Vacutainer®
PST™ Tube (PST) with RST.

Baseline metrics were determined in June 2009 for creatinine (SST, chemistry analyzer),
troponin (PST, chemistry analyzer) and B-hCG (SST, immunoassay analyzer). Metrics
included the daily mean for the number of specimens, average TAT from received in
laboratory to result verification and the percentage of results verified within 30, 40, 50 and
60 minutes. Metrics were reassessed in September after Vista implementation in July and
then again in November after RST implementation in October.

Test Creatinine Troponin B-hCG

Month Jun |Sep [Nov [Jun [Sep [Nov [Jun [Sep [Nov

Analyzer Chem |Vista |Vista [Chem |Vista |Vista [Imm |Vista |Vista

BD Tube SST |SST |RST |PST |PST |RST |SST |SST |RST
Daily Mean Daily Mean Daily Mean

# Specimens 189 1192 [191 [40 46 44 |6 6 6

Average TAT min |51 48 |39 |48 41 40 |88 |64 |50

% Verified

< 30 min 6 8 25 |1 9 9 0 2 6
< 40 min 26 28 |58 21 51 |53 3 9 31
< 50 min 53 55 179 |55 77 |78 |12 |25 |62
< 60 min 74 77 189 |78 90 |90 |27 |53 |83

The overall improvement in average TAT for creatinine (24%) was contributed to by Vista
(6%) and RST (18%). For troponin, Vista provided a 17% improvement in average TAT.
Since PST was used previously (to avoid latent clot formation common in cardiac patient
serum specimens), there was no further improvement with RST. Overall improvement
in average TAT for B-hCG (43%) was contributed to by Vista (27%) and RST (16%).
Improvements in the percentage of tubes verified at each time interval were also observed
for each test.

Significant improvements in laboratory turnaround time metrics were achieved by
analyzer consolidation and enhanced workflow with Vista and by enhanced workflow
through the replacement of SST with RST.

Comparison of Manual versus Automated On-board Dilutions on the
Beckman Coulter UniCel® DxI 800 Immunoassay System

S. P. Wyness', W. L. Roberts?. "ARUP Institute for Clinical and Experimental
Pathology, Salt Lake City, UT, *University of Utah, Department of Pathology,
Salt Lake City, UT,

Background: Automation in the clinical laboratory can increase laboratory efficiency
while maintaining or improving quality. The on-board dilution capability on the Beckman
Coulter UniCel DxI 800 analyzer was compared to manual dilutions.

Methods: The study was performed with 5 different immunoassays available on the DxI
800 platform (BR Monitor, GI Monitor, insulin, myoglobin and Ostase). Manual dilutions
to on-board dilutions were compared in terms of recovery and labor savings. The amount
of time saved per month was estimated based on hypothetical monthly test volumes.
Results: A summary of the overall correlation between manual versus on-board dilutions
is shown (Table 1). Mean recoveries of automated versus manual dilution ranged from
95.0-102.7%. On average the amount of time saved with on-board dilutions was 4 minutes
per sample. Hypothetical monthly volumes used were 100, 144, 310, 343, and 875, for
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myoglobin, Ostase, BR Monitor, insulin, and GI Monitor, respectively. We examined our
actual lab results to determine the percentage of samples that required dilution. These
percentages were 0.95, 2.01, 2.83, 2.96, and 9.16, for insulin, Ostase, myoglobin, BR
Monitor, and GI Monitor, respectively. The monthly time savings arranged in order of
greatest to least impact are GI Monitor 321 minutes, BR Monitor 37 minutes, insulin 13
minutes, Ostase 12 minutes and myoglobin 11 minutes.

Conclusion: The new automated dilution capability on the UniCel DxI worked well for
all five assays tested. This capability can be applied to any assay that requires dilutions
offered on the platform. Implementation of the on board dilution capability on the DxI
800 platform is a valuable feature that should improve efficiency and maintain or improve
quality.

Table 1 Method comparison

Analyte N [Mean % Recovery £SD Slope |R

BR Monitor 36 |102.7+5.5 1.02 0.996
GI Monitor 26 |101.1+8.2 0.95 0.999
Insulin 27 197.3+52 0.94 0.999
Myoglobin 27 199.4+6.5 0.98 0.997
Ostase 27 [95.0+5.6 0.93 0.993

Consolidation And Discrete Automation Of The University Malaya
Medical Centre (Ummc) Hospital Laboratory With Siemens Vista,
Centaur Xp And Streamlab

M. Thevarajah', Y. Chew?, Y. Chan®. 'University Malaya, Kuala Lumpur;
Malaysia, *University Malaya Medical Centre, Kuala Lumpur, Malaysia,

Background: Our laboratory is integrated in as a tertiary academic hospital of more than
700 beds. Per year about 4 million clinical chemistry, hematology and immunodiagnostics
results are reported. Targeted automation is an essential element of laboratory workflow
with the drive towards economic efficiency and improved service quality. Our aim was to
assess the impact of the installation of a Siemens Diagnostics Dimension Vista, Centaur
XP, Easy Link Connectivity and StreamLab on the workload flow within our facility.
Methods: Siemens Diagnostics was awarded the automation tender in January 2009 in
our facility after complying with the tender requirements set out in January 2008. After
a reconstruction phase of 3 months to achieve a central core lab, the clinical chemistry
and immunodiagnostics methods were consolidated on a new automation solution which
included the addition of sample manager, on-line centrifugation, extended robotic track
and a capping/de-capping module.

Results: Analytical systems could be decreased from the previous 4 RxL Dade
Dimensions to 2 Dimension Vista systems. The 2 Centaur XP linked on the automation
track allowed the laboratory to consolidate the clinical chemistry and immunoassay testing
more efficiently. Time consuming steps like decapping and aliquoting were eliminated
resulting on increased productivity per technician, a decreased TAT for most parameters
and therefore a more rapid reporting of patient results. The StreamLab preanalytical
sample processor further enhanced tube management, sorting and processing.
Conclusion: By use of the new Siemens automation solution, we could achieve a highly
consolidated sample throughput for a broad spectrum of chemistry and immunodiagnostics
methods. This in turn has resulted in immediate marked improvements in turnaround times
for both clinical chemistry and immunoassay based analytes.

Development of an Excel based tool for Hepatitis B Virus genotyping and
detection of antiviral resistance patterns

R. Sitnik, R. A. F. Santana, O. S. Ramos, L. Oyakawa, G. T. F. Dastoli, R. C.
Petroni, V. E. D. Castro, C. B. Moyses, C. L. P. Mangueira, J. R. R. Pinho.
Hospital Israelita Albert Einstein, Sdo Paulo, Brazil,

Background: Hepatitis B virus (HBV) is a major cause of chronic liver disease
worldwide. This virus has been classified into eight genotypes (A-H) with distinct
geographic distribution worldwide. Molecular characterization of HBV is a useful tool
in the management of HBV infected patients and many laboratories throughout the world
are using it for genotyping and drug resistance mutations detection. To access these data,
we have developed a method to allow identification not only of HBV genotypes and
subgenotypes, but also of drug resistance mutations to major drugs in only one sequence
reaction. The use of this new system improved the information obtained in only one PCR
product, but sequence analysis was very laborious and manual.

Methods: To optimize this analysis we have developed an Excel application linked to
a database with different mutation combinations and the resistance pattern related to
different drugs based on international guidelines (Lamivudine - LMV, Adefovir, Entecavir,
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Emtricitabine, Tenofovir, Telbivudine and Clevudine). With this application, all the
analysis can be done by copying or exporting data from the sequencer to a specific cell
on the Excel sheet. After this, the program performs the analysis and releases the patient
report that includes different patterns to each drug: resistance, partial resistance and other
relevant observation and/or references.

Results: Using this application, we have analyzed retrospectively 324 patients that

had been tested in the Clinical Laboratory from a Private Hospital for HBV genotyping
from March 2006 to December 2009. Previous reports were compared with the results
obtained using the Excel application and it was able to correctly identify the resistance
pattern found, in a much faster and friendly manner than with manual analysis. Also, it
was possible to create a customizable database with all patient data, including genotypes,
age, gender, or other relevant information. This allowed the analysis of genotypes and
resistance patterns distributions among our population. Frequencies of the most common
genotypes were: A - 43%; D - 29% and F - 14%. The number of patients with any known
drug resistance mutations changed from 29.3% in 2006 to 32.5% in 2007, to 50% in 2008
and, in 2009 to 44.1%, suggesting an increase tendency. The most frequent mutations
were related to LMV resistance, which was present in 18.9% of the patients in 2006 and
in 36.6% in 2009. Although our results reflects only a small sample of patients, we have
found genotypes A, D and F as the more frequent ones, although in a large country such
as Brazil even rare genotypes in South America can be found, such as genotypes E and G.
Our results also showed that there is an increasing number of patients resistant to many
drugs, especially to LMV that has already been used for many years.
Conclusion: All resistance patterns were correctly detected by the developed tool and
a database with patient data was created allowing further epidemiological studies.
Furthermore, this tool allows results interfacing, automated report generation and may be
very helpful for laboratories with a large demand of this assay.

Impact of Result Auto-verification (Software Automation) in Hematology
K. Hoi. Abbott Diagnostics, Singapore, Singapore,

Changi General Hospital (CGH) is an 800-bed acute-care general hospital in Singapore
with CAP accreditation. Samples are received from clinics and wards via pneumatic
tubes. Upon arrival, an order is entered in the LIS. Post-analysis, results are reviewed and
released back to the LIS. Turnaround time (TAT) is measured from the time of sample
reception to result availability in the LIS.

In 2007, one of the laboratory’s objectives was to improve TAT for full blood count (FBC)
testing while maintaining high quality standards and current staffing levels. This was
despite expected growth in test volume. CGH implemented the following initiatives:
+Streamlined pre-analytic workflow by processing all samples as soon as received
*Installed two identical CELL-DYN Ruby hematology instruments for real-time backup
and parallel analysis instead of one large routine and one smaller backup analyzer

*Test results auto-verified via Accelerator Instrument Manager middleware (Abbott) to
improve TAT, reduced manual slide reviews and eliminated errors

*Placed LIS printers in all wards and clinics to eliminate time and labor of delivering
printed reports

Auto-verification algorithms were adapted from International Society for Laboratory
Haematology rules. Additional rules were added including i.e. hold-back rules for
numeric-parameters include:

*Hb: <7.0 or > 18.4 g/dL

*Hct: <20.0 or >55.0%

*WBC: <2.0 or >30.0 x10°/uL

*Platelets: <60 or >800 x 10°%/uL

Some decision tree-graphs are shown below:

Flags &/or Hold Back Flags &/or Hold Back

Yes, Yo Yes >800,
— 1(50,000 800,000
Aags Platelet Fiags. ..
Hold Back o AtoRelosse | 35E5/0aY g o 2205 /week
ot e 4 o B
3% 22 cv/dey 510 cs/day
Review 260,000 Y
oS Other Flags
New Case 2% 20-30 cs/day 0id case
Review Smear Old case, Release result Feview Smear New Case Mo slide
Nosiide Review Smear

Auto-verification helped the laboratory achieve:

*Consistent and standardized way of sample processing, analysis and reporting
sImproved TAT from 25 minutes to 17 minutes

eIncreased TAT consistency

*Auto-verification of 92% - 95% of all results

*Maintained two technologists despite workload increasing from 300 to 400 daily samples
*Reduced daily manual film review rates from 90 to 20 per day

Auto-verification via middleware has been a major benefit to CGH.

Tuesday, July 27, 10:00 am — 12:30 pm

A comparison of UF-1000i and manual microscopy for urine sediment
analysis
G. Oh. Eone Reference Laboratory, Seoul, Korea, Republic of,

Background: Manual microscopic urine sediment evaluation is essential and provide
important information but it is hard to standardize and requires significant labor. Recently,
several automated analyzers were developed and have been introduced. We compared
the performance of Sysmex UF-1000i with manual microscopy in urine sediment testing.
Methods: Seven hundred and eight samples were collected. The urine sediments were
examined by manual microscopy and Sysmex UF-1000i automated urinalysis system.
Results: The within-run CVs for urine control samples ranged from 1.14% to 15.95% for
UF-1000i. The agreement rates between methods were 92.0% for red blood cells, 85.4%
for white blood cells, 92.6% for epithelial cells and 94.6% for bacteria. Microscopic
review rate were 4.0% for instrumental reason, 20.5% for flags and 2.3% for both reasons.
Total review rate was 29.0%. Most common cause of manual microscopic revisions was
flag of crystals.

Conclusion: This automated urinalysis system demonstrated good concordance with
microscopy. Using the automated process as a screening test can reduce workload, but
additional microscopic evaluation is necessary.

Assessment of Turn Around Time for Add-on Tests by Using Automated
Refrigerated Storage

G. Uppal, M. Szydlowska, M. Jin. Temple University Hospital,
Philadelphia, PA,

Introduction: The laboratory receives high volume of add-on requests. Searching
the specimen manually is often time consuming. Sometimes, it is time consuming in
searching for a specimen. The turn around time (TAT) for the add-on tests is variable
depending on the time spent in searching the specimen. We installed the Beckman
automation analytical system. With the new automated system with automated
refrigerator storage (stockyard), we expect to improve the TAT, sample storage and
reduce both pre and post-analytical errors.

Objective: This study was to evaluate the effectiveness of Beckman Coulter automated
refrigerator storage (stockyard) in reducing the TAT for the add-on tests and evaluation
of other benefits.

Methods: We analyzed add-on tests in a selected two weeks period. All the tests are
performed on Beckman automation system (with the automation line, auto-centrifuge,
DxI, DxC and LX20 analyzers, and refrigerated stockyard). The refrigerated stockyard is
integrated to analyzers via a sample power processor. The specimen can be automatically
delivered to the stockyard and retrieved back to analyzer. Since the analytical time is the
same, we compared the automated pre-analytical time for the add-on tests with the manual
pre-analytical process for the add-on tests. The overall difference in the TAT for the add-on
tests is attributed to the difference in the pre-analytical time.

Results: There were total 458 add-on tests in the two weeks period. Most add-on tests were
liver function tests (107), cardiac markers including ¢Tnl, CK, and CK-MB (70), amylase
and lipase (39), and vancomycin (36). The major time for these requests was from 7:00 am
to 7:00 pm with the peak time from 11:00 am to 12:00 pm. We compared

the pre-analytical time for the add-on tests by the automation stockyard and manually. The
average pre-analytical time for the sample retrieved from stockyard is 11 minutes (10-12
minutes). The average pre-analytical time for the manual process (searching the sample,
loading the sample etc.) is 17 minutes (2-32 minutes). 86% of the 458 add-on tests were
processed automatically on the automation line; the other 14% add-on tests are processed
manually due to different tube size and hence cannot be stored in the refrigerated stockyard
(Beckman automation system requests only one tube size).

Conclusions: The automated refrigerated storage (stockyard) has improved the average
TAT for the add-on testing. The stockyard system has other benefits in the reducing number
of errors, minimizing the exposure to the specimen, and providing the technologists time
to focus on value-added tasks.

A format for presenting cumulative antibiogram using a novel in-house
software ABSOFT®
G. WILSON, S. Badarudeen. Hamad Medical Corporation, Doha, Qatar;

Background: When antibacterials are selected for the empiric treatment of any infections,
the knowledge locally of the most likely causative organisms and the prevalence of
resistance of pathogens to antibacterial agents are essential. This involves generating
a cumulative antibiogram. The paper highlights real time analysis of the cumulative
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antibiogram additionally suggesting the format for its presentation using novel in house
software ABSOFT®. To our knowledge till date, no format has been recommended for the
presentation of cumulative antibiograms.

Methods: All microbiology samples coming to the microbiology laboratory from
January 2008 to December 2008 were included in the study and the data (patient ID,
Sample Number, Sex, Age, Sample type, Location, Organism and Antibiotics tested) was
entered into an in-house software, ABSOFT® developed by the laboratory. Data was
validated using pre-encoded algorithms; however the data entry process was manual. The
presentation of Streptococcus pneumoniae antibiogram data was selected as a quality
indicator because of emerging antimicrobial resistance and changes in the interpretive
criteria for susceptibility testing.

Results: For our sample size it took an average of ~ 3 minutes daily which included the
validation and correlation of the organism with the antibiotic using expert rules which
added a safety component for patient care. Meaningful results were easily generated in
color coded graphical format and a printed report received in ~ 3 minutes of query. The
visual clarity and uniformity of the reports allowed writing of a report in a day.
Conclusion: ABSOFT® provides a simple, cost effective, reproducible, accurate,
reliable, solution through innovative data entry, analysis and real-time presentation of
the cumulative antibiogram. Yearly surveillance data forming part of data studies on a
larger scale, collected and presented in a common format can be used to monitor any
changes in epidemiology of infectious bacteria and the sensitivity pattern of pathogens
causing infection. Trends in resistance of organisms to common medications can help in
modifying the hospital antibiotic policy and can have a tremendous impact in general
practice providing accurate, safe, effective and economical antibiotics for the patient.

GLM and Multivariable Statistical Comparisons of Means for Analysis
of Mutiple Variables in QC Practices. A practical example.

V. M. Genta', R. Murray', D. Greiber', Y. Shen', D. Cline?, S. Spingarn?.
!Sentara Virginia Beach General Hospital, Virginia Beach, VA, *Sentara
Norfolk General Hospital, Norfolk, VA,

Introduction Recently, the SVBGH physicians requested that the TSH assay be performed
in house to improve the turn-around time. Consequently, the precision of the method was
evaluated to verify its acceptability and to establish the QC parameters.

Materials_and Methods Two COBAS 6000® (Roche Diagnostics) were employed
by the chemistry department of Sentara Virginia Beach General Hospital Laboratory.
After the method was installed by the manufacturer’s representative according to his
specifications, the precision of the method was verified with a short-term protocol. In
brief, five independent assays were performed each day for five consecutive days with two
levels of control material (IAP1® lot# 40721 and IAP3® lot# 40723, Bio-Rad) with two
COBAS 6000 instruments. Each COBAS 6000 instrument performs immunoassays with
two independent cells.The observations for each cell of each instrument and for each day
of operation were recorded and transferred to Minitab® (Minitab, Inc.) statistical software
for statistical analysis.

Results Descriptive statistics for each level of control showed: IAP1, mean=1, s =0.03,
CV=3%, min=0.96, Q1=0.98, median=1, Q3=1.03, max=1.09; IPA3, mean=25.7, s=0.7,
CV=2.3%, min=24.4, Q1=25.2, median=25.5, Q3=26.0, max = 27.6. The histogram
of the observations for each level of control showed a quasi-normal distribution. The
homogeneity of variances by day, instrument, and cells was confirmed by Levene’s
statistical test (P = 0.03 for IAP1, and P = 0.68 for IAP3) and Bonferroni’s multiple 95%
CL This was optimal for analysis with the GLM and Bonferroni’s multiple comparisons
of means. Analysis with the GLM showed statistically significant differences (F<0.001)
for instruments cells and days for both IAP1 and IAP3. However, Bonferroni’s multiple
comparisons of means and their 95% simultaneous intervals showed that these differences
were minimal (IAP1, maximum difference = 0.06 mIU/mL; IAP3, maximum difference
= 0.6 mIU/mL). These differences were not significant for either QC or clinical practices.
The statistical significance was due to the very small variance for the GLM (MSE for
IAP1 = 0.0004, for IAP3 = 0.28). Furthermore, the parallel box plots by date, instrument
and cells clearly illustrated in one graphical representation the quasi-normal distribution
of the observations, the homogeneity of means and variances, and the absence of either
shifts or trends.

Discussion and Conclusions These results clearly indicated that the GLM, Bonferroni’s
multiple comparisons of means and the parallel box plots allow the comparison of multiple
means with one statistical technique and one graphic representation. This is a definitive
advantage over univariate methods (e.g. univariate t-test, one way-ANOVA, and Levey-
Jennings charts). Furthermore, the multivariable techniques can quickly identify the major
components of variability and assign a cause to an out-of-control situation. Finally, this
example clearly shows that well designed statistical software packages, which offer a rich
menu of statistical analysis techniques (e.g. Minitab, SAS®, SPSS®), are versatile and
powerful for analyzing observations generated by complex QC designs dictated by the
realities of laboratories with multiple instruments. Consequently, they are preferable to
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more limited software packages which offer only a limited menu of univariate statistical
techniques.

Performance Evaluation of the Roche cobas® 8000 modular analyzer series*
S. Preston', R. Glover', R. Ryder', M. Elam?, D. Brutor?, J. Layton?. ' Huntsville
Hospital, Huntsville, AL, >Roche Diagnostics, Indianapolis, IN,

Objectives: The cobas 8000 modular analyzer series was evaluated by Huntsville Hospital
Laboratory with selected general chemistry methods. The cobas 8000 modular analyzer series
is a selective (random) access automated analyzer module for large volume laboratories with
the capability of determining concentrations or activities of various substances in body fluids
like enzymes, substrates, electrolytes, and specific proteins. The cobas 8000 core and dual
cobas ¢ 701 modules are the configurations used for this evaluation.

Methods: The system and selected assays were evaluated for Repeatability (within-run
precision over different pipetting units and modules), Method Comparison, On-board QC
stability, Reagent Drift Study, and Recovery of Daily QC. The core assays evaluated were:
AST, GGT, CHOL, CREA, GLUC, BUN, CA, Na, K, CL, and CRP.

Results: Repeatability was well within acceptance criteria of <2% from one pipetting unit
and <3.2% from multiple pipetting units. Method Comparison on cobas 8000 modular
analyzer series demonstrated close agreement to MODULAR ANALYTICS system using
routine reagents.

. cobas Repeatability %CV Method Comparison
Test, Unit, Method - -
mean |l pipettor |mean [all** |n  Jrange slope [intercept |r

AST, UL, IFCC 49.10 11.0 48.61 1.6 1269 19-1077 1.0 }-0.3 0.999
GGT, U/L, Szasz 41.59 10.9 40.63 1.6 1270 14-1260  [0.995 |1.45 0.999
CHOL, mg/dL, AK 97.80 0.8 9542 1.1 1270 |42-432  0.996 14217 0.997
CREA, mg/dL, enzy 1.06 10.8 102 14 270 J02-15.7 |1.103 ]0.008 0.999
GLUC, mg/dL, HK 989 104 959 10.8 270 J20-704  ||1.034 ]1.683 0.998
BUN, mg/dL, urease 19.79 10.7 1887 1.3 1230 |2-164 1.05 0725 10997
CA, mg/dL, o-cresol. 843 0.5 8.59 109 270 [2.6-11.0 [1.056 [-0.239  ]0.924
[Na, mmol/L, ISE 123.0 10.2 1225 104 1269 1107-171 |1.04 }-3.48 0.974
K, mmol/L, ISE 338 103 337 105 1268 |1.5-6.9 [0.988 10.166 0.992
CL, mmol/L, ISE 83.74 0.3 82.85 10.6 269 [82-133 1046 |-5.346  ]0.976
CRP, mg/dL, latex 125 108 125 .6 1197 J0.1-35.6 ||1.026 ]0.005 0.998
** ISE 2 modules, others 4 pipetting units

On-board QC stability was evaluated on two control materials stored on-board and
analyzed on one pipetting unit in singlicate at baseline and every hour for eight hours.
Reagent and calibration drift was evaluated on three materials analyzed on one pipetting
unit at baseline and every half hour using fresh aliquots for eight hours. During both
experiments, no systematic deviation >3% from the initial value was observed after
eight hours. Daily QC with two control levels was performed prior to every chemistry
performance experiment on all pipetting units. All selected assays demonstrated control
results within +2SD of the mean.

Conclusion: Analytical performance on the cobas 8000 modular analyzer series met
acceptance criteria for repeatability, correlation, on-board QC stability, calibration and
reagent drift.

*This analyzer is currently under development and has not been cleared for use in the
US by FDA.

Patient Misidentifications Caused By Errors in Standard Barcode
Technology

M. L. Snyder', A. Carter?, C. R. Fantz?. ' Brigham and Woman s Hospital,
Boston, MA, ’Emory University, Atlanta, GA,

Barcode technology is utilized in nearly every facet of healthcare, from pharmacy and
point of care testing to inventory and nutrition. Although linear barcode technology has
improved the incidence of identification errors in many healthcare applications, barcode-
related misidentification can still occur.

Objective: The objective of this study was to investigate sources of barcode decoding
errors and suggest solutions to prevent their occurrence.

Methods: At an academic medical center, using hospitalized inpatient wristbands,
defective and control barcodes were visually analyzed for damage and printing errors.
Barcodes were then scanned by two or more operators using five different scanner models.
Barcode substitution and rejection rates were determined for each barcode and scanner.
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Data integrity algorithms were manually calculated for each defective barcode. Results:
Eleven misprinted armband barcodes were shown to generate as many as three incorrect
patient identifiers when scanned multiple times using several scanner models. Of the five
scanner models tested, the Roche ACCU-CHEK® (RACG) glucometer had the highest
substitution error rate (as high as 96.7%). Barcode scanner misreads were not unique to
the RACG glucometers. Laser, CCD/LED and omni-directional barcode scanners were
all shown to generate errors. Interestingly, the two laser-based scanners generated vastly
different substitution and rejection error rates. While the RACG produced the highest
substitution rates of all scanners tested, the Metrologic scanner was more likely to reject
the defective barcodes, yielding a 0% substitution rate, but significantly higher rejection
rate. The remaining scanners had similar substitution and rejection rates, falling between
relative extremes observed for the two laser scanners. Barcode character substitution
errors were always found to correspond to misprinted areas of the barcode. The incorrectly
accepted patient identifiers produced check characters identical to those printed in the
barcodes, by-passing the internal data integrity check safeguard.

Conclusions: Minor barcode imperfections caused by malfunctioning printheads, failure
to control for barcode scanner resolution requirements, and less than optimal barcode
orientation and width were determined to be sources of error. This report demonstrates
that linear barcode identification technology is not fail-safe. To our knowledge, we are the
first to describe how misread wristband barcodes generated incorrect patient identifiers,
preventing filing of point-of-care testing glucose results. In the worst case, these
misidentified results could have been transmitted to the incorrect patient medical record.
Careful control of barcode scanning and printing equipment specifications will minimize
this threat to patient safety. Ultimately, healthcare device manufacturers should adopt more
robust and higher fidelity alternatives to linear barcode symbology.

An evaluation of the analytical performance of the AUS800® Clinical
Chemistry System using a panel of AU reagents*

C. Neville, C. O’Brien, L. Jennings, H. Dineen, J. Reynolds, E. Twomey, M.
Cavalleri, M. D. McCusker. Beckman Coulter Inc., Co. Clare, Ireland,

Background: The Beckman Coulter AU5800 Clinical Chemistry System is the newest
addition to the AU series of Clinical Chemistry Systems and is designed for ultra high-
throughput laboratories. A single-photometric unit of the AU5800 has a throughput
of 2000 tests/hour with four connected units completing 8000 tests/hour. The reactant
volume of the AUS800 is 90ul to 287ul with sample volumes as low as 1pl.

Methods: All currently available AU reagents were evaluated as part of this study. The
data below was gathered using a representative panel of 12 reagents which were used to
evaluate Precision, Linearity, and Method Comparison. Precision studies were carried out
over a period of 20 days using a protocol based on the CLSI guideline EP5-A2. Linearity
was confirmed as per the claimed dynamic range (based on CLSI guideline EP6-A).
Method Comparison data was generated using a minimum of 100 serum samples spanning
the dynamic range based on CLSI guideline EP9-A2. Results are calculated using Deming
regression analysis.

Results: Results for this study are summarized in the table.

Conclusions: The study demonstrated the performance characteristics of the Beckman
Coulter AU5800 Clinical Chemistry System.

. Total Precision (CV%) Method Comparison AU5800 v AU2700
Reagent Dynamic 7 o
Range ow 18
¢ Concentration ~ |Concentration Slope - [Inercept. R Sy
10-800
Glucose 1.0 0.7 173 10993 |-1.62 0.9998 13.207
|mg/dL
Creatinine 0.2-25 mg/dLj1.6 2.0 103 10.986 {0.02 0.9997 10.092
Total Protein 3-12gdL |23 1.7 107 11.013 |-0.10 0.9990  10.065
Albumin 1.5-6.0 ¢g/dL 0.4 0.9 105 10.996 |-0.05 0.9978  10.054
Urea 5-278 mg/dL 1.7 L5 113 10996 10.33 0.9997  10.682
Total Bilirubin ~ [0-30 mg/dL |2.3 0.8 135 11.016 |-0.01 0.9999 0.113
Calcium 418 mgidL 0.6 08 138 10974 015 [0.9994 |0.090
Arsenazo
AST 3-1000 UL 2.7 14 127 10.950 ]-0.55 0.9996  |4.742
Cholesterol 23700 0.7 0.7 128 11.019 ]-0.23 0.9990 |5.216
Img/dL
CRP 1-480 mg/L ||1.4 0.9 122 10988 10.73 0.9997 |3.550
0-Amylase 10-2000 UL 2.4 2.0 105 11.024 |-2.04 0.9999 18.392
Urinary/CSE— 200 mgiaL 3.2 15 169 [1.034 |005 09996 1134
Protein

* System under evaluation and currently not available for clinical use
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The New respons®920 System - Adaption of a Panel of Kidney Disease
Markers

H. Baethies, B. Wehle, A. Nadem, S. Caspari, S. Hoffmann, R. Schenk,

E. Metzmann, T. Hektor. DiaSys Diagnostic Systems GmbH, Holzheim,
Germany,

Introduction: The respons®920 system is a fully automated, random access analyzer
designed for small to medium size workloads. The system has a throughput of about
240 tests/h with ISE and 200 tests/h without. Key features are the one-grip loading of a
complete reagent (twin-container concept), up to 30 refrigerated and barcoded methods
on board and an optional 4 channel ISE. A panel of more than 60 clinical chemistry and
immunoturbidimetric methods is available.

Because of the growing relevance and the steadily increasing number of cases of
metabolic syndrome and diabetes in many countries, the adaption of a panel of kidney
disease markers has been chosen to demonstrate the performance of the system.

This kidney disease package includes the following assays:

- creatinine

- cystatin C

- total protein

- urea

- urinary albumin

Materials & Methods: The assay adaption and performance verification have been carried
out on 3 respons®920 systems in parallel. All reagents, calibrators and controls were
from DiaSys Diagnostic Systems GmbH. Method comparisons have been performed on
respons®920 and Hitachi 917 as a reference system. The data have been evaluated by
using regression analysis according to Passing and Bablok (J. Clin. Chem. Clin. Biochem.,
1983). Inter- and intra-assays imprecision were performed according to a DiaSys internal
protocol in serial 20-fold repetition and a 4-fold day-to-day repetition over 5 days,
respectively. The analytical sensitivity has been determined by adding at least 3 times
the SD to the mean of the signals of a 20-fold repeated blank measurement. The assay
lipemia interference has been assessed by mixing serial dilutions of a high concentrated
triglycerides matrix with an analyte containing human plasma or serum sample.

Results:-

ing range method comparisen
slope intercept ‘ n
) Cr 5 . 300 o1 T12 0589 Ti0
urinary albumin - mg/L 20 - 310 0.935 1.4 09985 52
total protein g/dL 005 - 15 102 0017 0.955 110
creatinine mg/aL 003 ' - 30 1.00 -0.04 0.999 101
cystatin C mglt 01 - 789 0958 -0.032 09578 100
Tira-assy-imprecision
sample 1 sample 2 sample 3

mean V% mean V% mean CV%
rea mgraL 3032 754 778 750 752 EE)
urinary albumin - mgiL 203 301 341 185 108 0.56
total protein  g/dL. 500 102 620 093 108 0.90
creatinine mgidL. 1.02 268 121 301 751 088
cystatin G mall 070 233 095 226 3.08 188

inter-assay-imprecision
sample 1 sample 2 sample 3

mean V% mean V% mean V%
urea mordL 398 232 669 368 750 774
urinary albumin - mgiL 208 345 350 291 0 194
total protein  grdL 491 21 596 162 1.0 225
creatinine mg/dL 1.00 321 1.11 259 7.53 263
oystatin C mglL 081 371 112 308 344 353

Conclusion: The respons®920 system demonstrated good precision and accuracy and is
fully compliant with the demands of a state of the art clinical laboratory.

Analysis of metanephrines in plasma by automated solid phase
extraction with ACQUITY® Amide hydrophilic interaction liquid
chromatography tandem mass spectrometry

H. A. Brown', L. J. Calton', K. Graham?, M. Eastwood', B. Molloy', R. T.
Peaston’, D. Cooper'. Waters Corporation, Manchester, United Kingdom,
2Waters Corporation, Milford, MA, Department of Clinical Biochemistry,
Newcastle Hospitals NHS Trust, United Kingdom,

Background: Plasma metanephrines are a highly sensitive test for pheochromocytoma.
Our aim was to develop an automated method for the solid phase extraction (SPE) of
metanephrines from plasma for analysis by liquid chromatography tandem mass
spectrometry.

Methods: Extraction of metanephrine (M), normetanephrine (NM) and
3-methoxytyramine (3MT) from plasma was achieved using Waters® Oasis® weak
cationic exchange 96-well pElution plates with liquid transfer and SPE automated
onboard the Tecan® Freedom EVO® 100. Plasma diluted with deuterated internal
standards (D3-M and -NM, D4-3MT) in water was transferred to the pElution plate
and washed with water, methanol and acidified acetonitrile (0.2%v/v formic acid) prior
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to elution in 2%v/v formic acid in acetontrile. Extracted samples were eluted from an
Waters ACQUITY UPLC® 2.1 x 50mm amide column at 0.2mL/min in a gradient of
100mm ammonium formate, pH 3 and acetonitrile at 3.1, 3.3 and 3.0min for M, NM and
3MT, respectively, with an injection-to-injection time of Smins. Analytes were detected
as multiple-reaction monitoring experiments by the ACQUITY TQ Detector operating
in electrospray positive ionisation mode using m/z ion transitions /80>148, 166>134,
151>91 for M, NM and 3MT, respectively. Validation was conducted using in-house
calibrators (0.17 to 24.55nmol/L) and quality control material (M: 0.43, 1.07 and 4.28;
NM: 0.46, 1.14 and 4.55; 3MT: 0.49, 1.23 and 4.91nmol/L) prepared from independent
0.1M HCl stocks of metanephrines diluted into 0.1M phosphate buffered saline, 0.1%w/v
bovine serum albumin (PBS/BSA). PBS/BSA matrix was considered a suitable matrix
following demonstration of parallel recovery compared with plasma (n=6) supplemented
to QC concetrations with mixed metanephrines, with mean recoveries of 85, 92 and 91%
for M, NM and 3MT, respectively.

Results: Analysis of replicate calibration curves (n=10) showed linearity of detector
response across the calibration range, demonstrated as 1>>0.996 and <10% deviation
from the nominal concentration, with the exception of the lowest calibrator, where
<20% deviation was accepted. The limit of detection was 0.01, 0.02 and 0.07nmol/L
for M, NM and 3MT, respectively, based on the average signal-to-noise (SN) ratio
of patient samples (n=10) and assuming a SN>3. Similarly, the lower limit of
quantification was estimated as 0.06, 0.08 and 0.24nmol/L, for M, NM and 3MT,
respectively, assuming a SN>10. The between- (n=25) and within-batch (n=15)
imprecision, evaluated by analysis of low, mid and high level QC material was
acceptable with CVs <6.7, 9.0 and 5.3%, for M, NM and 3MT, respectively. Method
comparison by analysis of patient samples (n=30) previously analysed by an EQA-
enrolled plasma M and MN LCMSMS service at Freeman Hospital, Newcastle, UK,
was described by the Passing-Bablok equation Waters=0.01+1.01Freeman for M and
Waters=0.08+0.95Freeman for NM, with no systematic or proportional biases across
the range of the tested material (0.09 to 7.70nmol/L). A comparator method for 3MT
is sought.

Conclusion: We have developed a robust, sensitive and precise method for the analysis
of M, NM and 3MT in plasma. Combining the Tecan with Oasis SPE technology, this
automated solution enables rapid, uninterrupted processing of patient samples and is
suitable for routine use in the busy clinical laboratory.

Urinalysis: comparison between microscopic analysis and a new
automated microscopy image-based urine sediment instrument

P. V. Bottini', C. R. Garlipp', L. F. Franco-Fernandes?. University of
Campinas, Campinas, SP, Brazil, *Medlab Group, Sdo Paulo, SP, Brazil,

Urinalysis is a high demand procedure, with large amount of manual labor and poorly
standardized. Recently a new walk-away automated urine microscopy analyzer has been
introduced. It is based on the capture and recognition of images of monolayered urine
sediment in a cuvette with a digital camera. In order to evaluate the performance of this
new sediment analyzer compared to microscopic analysis we analyzed 400 urine samples
originating from patients with several clinical conditions.

All samples were analyzed by light field microscopy using the KOVA® method with the
results expressed in terms of quantitative elements (erythrocytes-RBC and leukocytes-
WBC; mean number of 10 fields of 400x) and qualitative elements (casts, crystals and
bacteria, considering all fields) and by fully automated sediment analyzer based on the
KOVA® method with a on-screen review of the images (UriSed - 77 Elektronika Kft,
Budapest, Hungary).

Statistical analysis included evaluation of agreement, sensitivity, specificity, positive and
negative predictive values (table 2x2, chi-square method).

All the elements showed a good agreement between both methods, as seen in the table
below

RBC (WBC |[Casts |Crystals [Bacteria
[Agreement 95.0 [91.2 86.6 100.0 80.1
Sensitivity 74.6 |72.0 [125.8 ]100.0 69.4
Specificity 08.8 [97.6 198.8 1100.0 85.0
Positive Predictive value 94.0 [93.5 81.0 100.0 68.8
(Negative Predictive value 95.9  [92.0 87.0 100.0 86.2
* results expressed in percentage basis

The low sensitivity observed for casts is due to the microscopic examination of all the
fields in the KOVA® system versus thel5 standard image of the UriSed system.

Automation/Computer Applications

UriSed eliminates the need of a microscopic review of the samples. It has a strong
correlation with the results obtained by microscopic analysis and allows a better workflow
and significantly improves turnaround time. The use of a system that photographs and
stores sample images provides an invaluable training tool for technologists and medical
students.
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Fully Automated Sample Preparation, PCR Amplification, and Melt
Curve Analysis Integrated Into a Cassette and Instrument for Molecular
Diagnostic Applications

Y.E. Lin!, D. Birch!, K. Estis', A. Tran', A. Benn', B. Baker', M. Fairchild',
B. Richardson?, J. Ching'. ! Progentech, Emeryville, CA, *Accel Biotech Inc.,
Campbell, CA,

An instrument was designed to integrate sample preparation (i.e., pathogen lysis and
nucleic acid purification), nucleic acid quantitation through real-time polymerase chain
reaction (PCR), and melt curve analysis of PCR product. The instrument accommodates
multiple target-specific cassettes and fully automates the sample preparation, amplification,
and analysis. The combination of a closed cassette and instrument function allowed
processing of clinical specimens with full automation, potentially free of external- and
cross-contamination.

Pre-loaded cassettes contained all of the reagents and components needed for pathogen
(i.e., bacterial and viral) lysis, nucleic acid purification with magnetic beads, amplification,
and analysis. After the specimen was directly added to the cassette and the cassette loaded
into the instrument, stepwise reagent addition, sonication for lysis, heating for enzyme
activation, fluidic mixing, and a magnetic transfer system provided a state-of-the-art bead-
based nucleic acid purification for target nucleic acid in clinical specimens such as plasma
and nasal swabs. Within the cassette, isolated nucleic acid proceeded to thermocycling
with precise thermal control allowing rapid PCR amplification and high-resolution
(0.1-0.2°C/sec) PCR product melting. The fluorescent detection optics of the instrument
provided 6 channels for multiplexed real-time quantitative PCR and qualitative PCR
product melting curve analysis. The detection chemistries were non-destructive probe
detection with fluorescent tag and quencher. Each detection probe contained a minor
groove binder (MGB) and modified nucleotides that increase binding specificity and
protect them from digestion with polymerase. The broad range of melting curve detection
(Tm at 50-80°C) plus 6 channel filters for emission detection allow for an unprecedented
level of quantitative PCR multiplexing.

The performance metrics of the cassette were divided into sample preparation, real-time
PCR, and melt analysis. Sample preparation efficiency on the cassette was demonstrated
with genomic and viral DNA at a DNA recovery of 91.98% +10.10 (N=21). Detection
of Cytomegalovirus (CMV) and Epstein Bar virus (EBV) plasmid isolated from 200 uL
plasma yielded real-time thermocyling plots with melt analysis (i.e., PCR product and
MGB hybridizing probe) as follows: EBV Tm= 80°C and CMV Tm= 74°C. We have also
demonstrated a multiplex detection of influenza (flu) A, flu B, respiratory syncytial virus
(RSV), and RNA internal control (RNA bacteria phage, MS2). The melt analysis for fluused
an intercalating dye (Sybr Green) for identification and differentiation of target organisms
in the multiplexed assays. With these results, the cassette and instrument demonstrated full
automation that included sample preparation, real-time PCR amplification and detection,
and melt analysis of PCR product for potential use in molecular diagnostic applications.

Linearity Study on Testing Creatinine with Various Assay Instruments
Q. Zhou, X. Li, J. Xu, W. Xie, S. Li. Beijing Hospital, National Center for
Clinical Laboratories, Beijing, China,

Background The EP6-A protocol and Dr. Kroll’s EP6-A extended methods are newly
approved schemes for assessing linearity. The purposes of surveying linearity are to
evaluate the performances of clinical laboratories and improve the quality of tests.
Methods Sample data were taken from an EQA program of linearity survey and calibration
verification. Serum samples with five different concentrations of creatinine were
measured four times in each sample. The data were grouped according to the analytical
instruments used: Beckman LX (28 laboratories), Beckman CX (14 laboratories), Hitachi
(62 laboratories) and Olympus (72 laboratories). Statistically significant linearity and
nonlinearity were judged using the polynomial regression technique recommended by
the NCCLS EP6-A guideline. The P values for the nonlinear coefficients (b, and b,)
were investigated using t-test, the data set was considered linear if none of the nonlinear
coefficients were significant (»>0.05) and nonlinear if any of the nonlinear coefficients
were significant (p<0.05). The imprecision of analytical data were analyzed and the
extents of nonlinearity were determined using Dr. Kroll’s EP6-A extended methods.
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Results This study found that in samples analyzed using Beckman LX, Beckman CX,
Hitachi and Olympus instruments, the degrees of imprecision ranged from 0.30% to
3.01%, 0.09% to 3.46%, 0.14% to 4.91% and 0.17% to 16.44%, respectively; the average
deviations from linearity ranged from 0% to 2.38%, 0% to 2.51%, 0% to 5.46% and 0%
to 4.66%, respectively; the percentages of tests showing statistical linearity were 21.4%,
35.7%, 11.3% and 18.1%, respectively; and the percentages showing clinical linearity
were 78.6%, 64.3%, 88.7% and 80.6%, respectively; the percentages of laboratories whose
analyses met the linearity criteria were 100%, 100%, 100% and 98.6%, respectively.
Conclusions The level of imprecision in one laboratory in the group of Olympus exceeded
the acceptable limit, while the remaining laboratories were considered to be suitable for
testing creatinine.

The Results of Linearity Assessment on Testing Creatinine

First-order Second-order | Third-order Nonlinearity |Imprecision Pass the
Polynomial Polynomial Polynomial ty lmp Survey
Group
.range qf. m Tange olf. m lrange olf. m number number number
imprecision ) imprecision () imprecision %) (percent) (percent) |(percent)
(%) (%) (%) of labs of labs of labs
Beckman 0.48- 041-1 o )
™ 0.58-3.01 00 }0.50-1.59 109 0.30-1.58 )3 0(0%) 0(0%) 28(100%)
Beckman 0.73- 029-1 ) )
ox 0.93-2.00 00 |1.29-3.46 hs1 0.09-1.00 150 0(0%) 0(0%) 14(100%)
I 0.08- 0.18-
Hitachi [0.58-2.18 [0-0 [0.14-4.35 0.15-4.91 0(0%) 0(0%) 62(100%)
4.27 5.46
0.42- 0.17-
Olympus {0.62-16.44 [0-0 0.25-2.47 135 0.17-4.20 166 0(0%) 1(1.4%) 71(98.6%)

Estimation of plasma Total Iron Binding Capacity and Transferrin
Saturation using the Siemens Dimension® Vista® 500 Intelligent Lab
System and Siemens Flex® Iron, TIBC and Transferrin reagents

R.R. Wiedmann', A. L. Liddle?, B. R. Morgan®. 'University of Wisconsin Stevens
Point, Stevens Point, WI, *Sacred Heart-St. Marys Hospitals, Ministry Health
Care, Rhinelander, WI, 3Sacred Heart-St. Mary s Hospitals, Ministry Health Care/
Ministry Medical Group, Rhinelander, W,

The Siemens Dimension® Vista® 500 Intelligent Lab System Transferrin Flex® assay, using
Becton-Dickinson Vacutainer®PST™Gel and Lithium Heparin Blood Collection Tubes,
provides an acceptable estimate of total iron binding capacity (TIBC) when compared
to the Siemens TIBC Flex® assay (determined TIBC). The % Transferrin Saturation
(%TS) calculated using Vista Flex iron reagent, TIBC estimated from plasma transferrin
concentration in umol/L (calculated TIBC) and from determined TIBC in umol/L correlate
acceptably.

Fifty plasma specimens were collected by standard phlebotomy technique, centrifuged
10min at 1800g, and all iron/Flex TIBC testing in duplicate completed within 1.5 hours
of collection. Aliquots of the plasma specimens for duplicate transferrin determination
were frozen at -20°C within 4 hours of collection and determinations performed within
2 weeks of collection. Statistical analysis using Microsoft® Excel® Program consisted of
ordinary linear regression analysis, sign test, difference plots, and assessment of clinical
significance of differences at medical decision levels. Siemens calibrators for the tests
were traceable to these reference materials: TIBC and iron, NIST SRM937, transferrin,
ERM®-DA470 (CRM 470) and ferritin, 3“IS 94/572.

Plasma determined TIBC ranged from 27 to 8 lumol/L and transferrin concentration from
14 to 40umol/L (calibrated in g/L, converted to umol/L using transferrin molecular weight
79,540g/mol). The average within-run CV for the paired determined was 1.1% for TIBC
and 1.8% for transferrin. Linear regression analysis on a plot of determined TIBC umol/L
vs. calculated TIBC (assuming each transferrin molecule binding 2 iron molecules),
yielded a line with equation Y = 0.870X + 5.05umol/L, R?=0.939, SEE 2.72, slope
95% CI 0.806 - 0.935, y-int. 95% CI 1.24 - 8.86, maximum differences -13% and +9%.
Comparison of %TS calculated using iron, determined TIBC vs. %TS using the calculated
TIBC, with linear regression analysis, yielded a line with equation Y = 0.983X + 1.28%,
R>=0.991, SEE 1.26, maximum absolute differences -4% and +3%, slope 95% CI 0.956
- 1.01, y-int. 95% CI 0.545 - 2.01. Sign test on the TIBC and %TS paired data sets were
significant at P0.05. Plots of ferritin concentration vs. %TS, transferrin concentration and
plasma iron concentration showed no correlation at R*=0.139, R>=0.142, and R>=0.044,
respectively.
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Interestingly, TIBC calculated from the transferrin concentration by this system and
calibrators referenced to CRM 470 overestimated the total iron binding capacity in 39 of
the 50 specimens compared to the actual determined TIBC with calibration referenced to
SRM 937, and was unrelated to the degree of % transferrin saturation. This is contrary to
what one might expect given that non-transferrin proteins can also bind iron as saturation
becomes high. The observed differences in %Transferrin Saturation appeared clinically
insignificant whether calculated from transferrin or by determined TIBC.

The Siemens Dimension® Vista® 500 Intelligent Lab System Transferrin Flex® assay, using
Becton-Dickinson Vacutainer®PST™Gel and Lithium Heparin Blood Collection Tubes,
provides an acceptable estimate for calculating total iron binding capacity that could
be used in-lieu of the determined TIBC to calculate a clinically relevant %Transferrin
Saturation.

Comparison Of Five Different Methods For Serum Albumin Assay
S. Dumanli, T. Turhan, Y. Koca, S. Sezer. healty ministry, Ankara, Turkey,

There are various methods used for albumin assay. Within these methods, there are
differences in cost, assay results and requirement for special analyzer. Bromcresol purple
(BCP) and Bromcresol green (BCG) methods are the most preferred assays that have low
cost and do not require a special analyzer. But studies show that, Nephelometry (NM) that
has a relative high cost and requires a special analyzer, gives more reliable results so is
accepted as a gold standard method. In this study, we looked for the relation between BCP,
BCG and Turbidimetry (TM) methods of low cost and Capillary electrophoresis (CE) of
high cost, by comparing them with respect to Nm method, which is taken as reference
method. Firstly, to evaluate the precision of all methods, serum pools of low and high
levels were used. For method comparison, 40 blood samples from patients who applied
to Numune Hospital and had normal liver/kidney functions were included in the study.
By the statistical analysis, it was seen that except TM method, all of the other four methods
satisfied the %CV<S5 target advised by CLIA’88. With low-level serum pool, wider %CV
values were obtained. Except TM method, random errors of within and between days were
found to be 4SD<Ea and 3SD<Ea respectively, random errors of the other four methods
were accepted while random error of TM method was rejected owing to dilutions done
for the study.

Before the comparison of methods, Kolmogorov-Smirnow Normality test was applied and
assay results of all methods were found to fit to the Normal distribution. So, comparison
results were studied with t-test, correlation and regression analysis, which are parametric
tests. By t-test all methods except CE displayed significant differences with respect to
NM for averages (p<0,01) and by correlation analysis paired correlations for all methods
except TM were found above 0,970. Due to high correlations, paired regression analyses
were performed between all methods. For each regression with NM as independent
variable and one of other four methods as dependent variable, F statistics came out to be
significant (p<0,01).

Except for TM-NM equation (1>=0,775), 1 values of equations are found to be over 0,970
corresponding to high determination power. Except TM slopes of equations were very
close to 1 and intercepts were below limits of £2 g/L.

Regression results proved that except TN, other three methods had consistent results
with NM method. Bland-Altmann graphs displayed that differences between the other
methods and NM were independent from assay levels. Thus, for acceptance of method
performances, total errors were checked. For each method, total error (TE) was calculated
by adding the random error form precision and systematic error from regression equations
with Xc=35g/L as independent variable. Except TM, for other three methods, TE<Ea was
satisfied so BCP, BCG and CE were accepted as consistent with NM.

As aresult, BCP and BCG methods give consistent results with NM. So, low cost methods
BCP and BCG with a high cost method CE are accepted as reliable methods for albumin
assay.

N
N

Effect of storage temperature or collection tube type on blood
methylmalonic acid levels measured by gas chromatography-mass
spectrometry

A. Hughes, E. Reineks, S. Wang. Cleveland Clinic, Cleveland, OH,

Background Methylmalonic acid (MMA) is used clinically for evaluating the cause of
macrocytic anemia. However, the impact of storage temperature and tube types on MMA
stability in serum/plasma has not been thoroughly studied.

Objective To evaluate the effects of storage temperature and tube types on blood MMA
measured by a gas chromatography-mass spectrometry assay.

Methods Pools of de-identified leftover serum in plain red-top tubes were spiked at three
different concentration levels at or above the upper reference range. Aliquots were kept at
room temperature at set time points for up to one week. At each time point 3 aliquots from

Factors Affecting Test Results

each pool were frozen at -70 °C until analysis. In a different experiment, EDTA additive
plasma or serum in gel separator tubes were analyzed along with their corresponding plain
serum with the same collection time. Due to the lack of heparin tubes with corresponding
plain serum tubes, half of the serum was poured into an empty heparin tube and analyzed
in pair.

Results The spiked serum MMA samples showed <10% change at room temperature for
up to a week. The mean difference between serum in gel separator tubes and plain serum
(n=5) was 8.8% (p=0.433). Two EDTA specimens failed minimum internal standard
response requirements, suggesting that the EDTA additive may interfere with the assay.
The mean difference between the 3 remaining EDTA specimens and the plain serum
specimens was 5.5% (p>0.999). The heparin specimens (n=5) compared nicely with the
plain serum with a mean difference of 3.7% (p=0.778).

Conclusion The MMA concentration in plain serum samples remains stable for up to one
week at room temperature. Serum gel separator and heparin tubes are suitable for this
assay, but plasma EDTA is not an ideal additive.

MMA Stability In Spiked Plain Serum at Room Temperature
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pH dependence of urine myoglobin stability as measured on Roche E170
immunoassay analyzer in a clinically relevant patient population

D. R. Bunch, S. Gebreselassie, S. Wang. Cleveland Clinic Foundation,
Cleveland, OH,

BACKGROUND Rhabdomyolysis may result in myoglobinuria which can cause pigment
induced acute renal failure. Urine myoglobin (myo) measurement is used clinically for
both early detection and response to treatment to avoid acute renal failure. Prior studies
showed that myo is more stable in alkaline urine. OBJECTIVE To study the stability of
urine myo at different pH in specimens from a clinically relevant population to formulate
a reliable sample handling process for real patient specimens.

METHOD Leftover patient specimens were de-identified and frozen at -70°C until tested.
Samples were allowed to reach room temperature then each sample’s pH was measured
using pHydrion™ papers. Each sample was split and adjusted to either pH 6 or pH 8 using
either potassium hydroxide or hydrochloric acid solution (1.0 M). Aliquots were kept at
room temperature for 0, 6, 18, or 24 hr then frozen at -70°C. The urine myo was measured
in batch on Roche E170 using an electrochemiluminescent immunoassay. A decrease
>20% was considered significant for this study.

RESULTS Native patient urine samples (n=6) varied in pH from 6-8. Specimen 5’s
native pH was 8 and its myo level decreased <20% over 24 hrs, while the remaining
patient specimens had pH 6 (n=5) and myo level decreased 34-68% (Figure 1, * below
the analytical measurement range). Furthermore, the pH 6 specimens were not stable
during the 6 hr time period with an average decrease of 35%. Additionally, the pair-wise
adjusted patient samples (n=7) show a marked increase in stability at pH 8 while specimen
5 stability decreased at pH 6 (data not shown).

CONCLUSION Urine myo with pH >8 was stable at room temperature for up to 24 hr.
Urine specimens need adjustment to pH >8 immediately after collection to stabilize myo.
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Figure 1. Room Temperature Stability of Patient Urine
Myoglobin at Native pH (Normalized to Initial Value)
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Comparison of the results for Electrochemical Luminescence Assay and
ELISA in determining Hepatitis B virus serum markers
W.Xu, Y. Li, M. Wang. Renmin Hospital of Wuhan University, Withan, China,

Background: To evaluate the differences of the test results between electrochemical
luminescence assay and ELISA in determining serum markers of hepatitis B virus (HBV).
Methods: 180 specimens were collected and determined by electrochemical luminescence
system and ELISA simultaneously, the sample can be divided into two types-type 1 and
type 2 (coexistence of HBsAg and HBsAb or HBeAg and HBeAb), 90 specimens were
collected for each type.

Results: Concurrence between electrochemical luminescence system and ELISA was
98.9% for HBsAg, 90% for HBsAb,100% for HBeAg, 84.4% for HBeAb, and 61.1%
for HBcAb while determining type 1 specimens; the paired chi-square test showed there
were significant statistically differences between the two different methods in determining
HBeAg and HBcAb (P<0.05). Concurrence between the two methods was 93.3% for
HBsAg, 46.7% for HBsAb, 85.5% for HBeAg, 83.3% for HBeAb, and 95.6% for HBcAb
determining in type 2 specimens; the paired chi-square test showed there were significant
statistically differences between the two different methods in determining HBsAD,
HBeAg and HBeAb (P<0.05). Positive rate using electrochemical luminescence assay
was higher than ELISA.

Conclusion: Significant discrepancies were observed between results for the two
immunoassay methods, especially for HBeAb and HBcAb results in type 1 specimens and
HBsAb and HBeAb results in type 2 specimens. That mostly relies on the high sensitivity
of electrochemical luminescence system.

Effects of Hemolysis, Icterus, and Lipemia on Serum Osmolality Results
using the Advanced® Model 3250 Single-Sample Osmometer

J. Rosenman, E. Garry, M. Pesta, J. Sacks, A. Curria. Advanced Instruments,
Inc., Norwood, M4,

Background: Hemolysis, icterus, and lipemia may affect the results of routine chemistry
tests and thereby lead to erroneous clinical interpretations and inappropriate actions
regarding patient care. The accurate determination of serum osmolality in the clinical
laboratory is of critical importance to the differential diagnosis of many disorders
involving water balance. This study was conducted to quantify the influence of hemolysis,
icterus, and lipemia on serum osmolality results using the Advanced® Model 3250 Single-
Sample Osmometer.

Methods: Normal human serum was spiked with varying concentrations of hemolysate,
bilirubin, and Intralipid following NCCLS EP7-A dose-response guidelines in order to
simulate hemolysed, icteric, and lipemic specimens, respectively. Hemolysis, icterus, and
lipemia were studied up to concentrations of 500 mg/dL hemoglobin, 36 mg/dL bilirubin,
and 3030 mg/dL triglycerides. Samples were tested for osmolality in quintuplicate.
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Results: The data were analyzed using Microsoft® Office Excel 2007. Using a significance
criterion of 3 SD from the mean osmolality of the neat serum, hemolyzed, icteric, and
lipemic serum samples were reliably tested up to 31.25 mg/dL hemoglobin (A
-1.2), 25.1 mg/dL bilirubin (A = -1.2), and 1557 mg/dL triglycerides (A .
respectively.

Conclusion: The results of this study demonstrate that serum can be reliably tested for
osmolality with considerable levels of hemoglobin, bilirubin, and triglycerides.

Bilirubin Interference on DxC800 & DxC600 Creatinine: Improvement
with new Enzymatic Creatinine

W. Skoropadyk', G. Blakney?, G. Cembrowski', D. Levesque'. ' University
of Alberta Hospital, Edmonton, AB, Canada, *Royal Alexander Alberta
Hospital, Edmonton, AB, Canada,
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Background: Bilirubin is known to interfere negatively with the Jaffe creatinine assay.
Until last fall, Beckman only provided the Jaffe’ method on its Synchron® DxC systems.
In its product literature, Beckman stated that the minimum bilirubin concentrations to
cause this interference were 256 umol/L and 342 umol/L for the DxC 600 (modified Jaffe’
method) and the DxC 800 system (Jaffe’ method), respectively. Because of recurring
interference flags associated with elevated bilirubin, we assessed the lowest bilirubins
which were associated with invalid DxC 600 and DxC 800 creatinine measurements.
Subsequent to our fall evaluation, Beckman released an enzymatic creatinine assay, which
we tested on the DxC 600.

Methods: The Vitros® 350 (Enzymatic Method) was the comparative ‘reference’ method
for both bilirubin and creatinine measurements. In the fall study, a total of 74 previously
analyzed plasma samples (patient population 5 days to 77 years) were analyzed for total
bilirubin and creatinine by the DXC 800 and DXC 600. In the winter study, 72 previously
analyzed plasma samples (patient population 2 months to 67 years) were analyzed for total
bilirubin and creatinine by the DXC 600 (Enzymatic Creatinine) .

Results: The graph compares the new Enzymatic Creatinine to the modified Jaffe’ method
on the DxC 600. The minimum bilirubin concentration associated with a -20 umol/L bias
are 600 umol/L and 180 umol/L for the enzymatic and Jaffe method, respectively. For the
DxC 800, graph not shown; the minimum interfering bilirubin is 350 umol/L.
Conclusion: The DxC 600 modified Jaffe’ method has serious limitations especially in
the pediatric population where bias interferences of even <20 umol/L may be clinically
significant. We recommend that the enzymatic Creatinine be used by DxC 600 systems,
while it would remain optional for the DxC 800 systems.
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Study of High Dose Hook Effect on Centaur total HCG Assay
D. Chen. NYU Med. School/Bellevue Hospital, New York, NY,

Objective: High dose hook effect is a well known phenomenon in one-step wash
heterogeneous immunoassays. The analytical impact of hook effect is a falsely low result
of the affected test. In this study, a patient sample with total HCG concentration around
two million mIU/ml was found affected by hook effect. Subsequently, the tolerance limit
for hook effect in total HCG Centaur assay was investigated.

Material and Methods: The HCG sample was from a patient with trophoblastic disease.
The total HCG of the patient sample was measured by Centaur total HCG assay. The
sample was measured directly without dilution, and with several different ratio dilutions
by HCG diluent. The Centaur assay’s linearity range is up to 1000 mIU/ml, any sample
with HCG level higher than 1000 mIU/ml will be resulted as “ >1000 mIU/ml”, and
reflexed to further dilution. As a comparison to Centaur method, the same sample was also
measured by the Ortho VITROS ECI total HCG assay in a different laboratory.

Results: The original patient HCG concentration of this sample was resulted as 616 mIU/
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ml, which was significantly lower than the previous result (400,000 mIU/ml) of same
patient done three months ago. Physician questioned this test result, since it is unlikely
to have patient HCG dropped so much while the patient’s trophoblastic disease was still
uncured. Potential hook effect was investigated: patient sample was manually diluted
1:10 by HCG diluent and then tested on Centaur again. This time, the diluted sample was
resulted as >1000 mIU/ml and the sample’s HCG concentration was eventually resulted
as 2,177,320 mIU/ml with further dilution. The HCG concentration of this sample was
also confirmed by ECI method from a different laboratory, which resulted it as 2,273,800
mIU/ml.

The concentration of HCG level to trigger hook effect was investigated using different
dilutions. When the sample was diluted to 60% of the original HCG concentration the
Centaur assay was still able to result it as >1000; while a sample with 75% of the original
concentration HCG was affected by hook effect. Further dilution and repeats confirmed
that when sample total HCG was at 1,280,000 mIU/ml, it was still unaffected by hook
effect when assayed by Centaur. It was affected by hook effect when HCG sample
concentration was at 1,500,000 mIU/ml.

Conclusion and Discussion: This study indicated that Centaur total HCG assay has very
high tolerance to high dose hook effect: it can still function normally even when serum
total HCG concentration reaches 1,280,000 mIU/ml. This concentration is significantly
higher than the hook effect claim in Centaur total HCG assay insert, which states that the
assay is still unaffected by high dose hook effect when total HCG concentration is up to
400,000 mIU/ml. Based on this study, the total HCG concentration to trigger hook effect
on Centaur HCG assay is between 1,280,000 to 1,500,000 mIU/ml.
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Effects of Whole Blood Storage on HbAlc Measurements with Five
Current Assay Methods.

C. Rohlfing, S. Hanson, A. Tennill, R. Little. University of Missouri,
Columbia, MO,

Background: Hemoglobin Alc (HbAlc) is an important index of average glycemia
in patients with diabetes mellitus, and is also utilized in clinical trials and large-scale
epidemiological studies. For these applications specimens are often stored for a time then
shipped to a central laboratory. Previous studies have shown that exposure to improper
temperature conditions can cause erroneous HbAlc results, and that in general, ion-
exchange assay methods tend to be more sensitive to storage issues than boronate affinity
or immunoassay methods. We examined the effect of storage at different temperatures
with five current HbAlc methods: Tosoh G7 and G8, and Bio-Rad Variant II (ion-
exchange HPLC); Bayer DCA2000 (immunoassay) and Trinity Biotech Ultra2 (boronate
affinity HPLC).

Methods: Whole blood specimens with five different HbAlc levels were analyzed by
each assay method on Day 0, then divided into aliquots that were stored at six different
temperatures (-70°C, -20°C, 4°C, room temperature, 30°C and 37°C) for analyses on
subsequent days out to Day 84. Acceptance limits were calculated based on -70°C; for the
remaining temperatures, results outside +/-3sd of all -70°C results for each sample were
considered unacceptable. Stability was considered acceptable for a given temperature only
if results for all 5 specimens were acceptable on that day.

Results: Results are shown in the figure. Stability was best for the DCA2000, and stability
for the G7 and G8 methods was comparable to that of the Ultra2 at temperatures above
-20°C. No methods demonstrated stability at 30°C or 37°C for more than one day.
Conclusion: Exposure of specimens to high temperatures should be avoided regardless
of assay methodology, and for the ion-exchange methods tested 4°C storage is preferable
to -20°C (stability 14-21 days vs. 4-10 days). For studies where long-term stability is
required, samples should be stored at -70°C or colder.
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Stability of immunosuppressants monitored for organ transplant drug
therapy - whole blood kept at room temperature, 4°C and -20°C.

W.Y. Ng, S. C. Chong, E. Jacob. Singapore General Hospital, Singapore,
Singapore,

Background: The stability of immunosuppressant medications (assayed with
immunoassays) at various storage conditions have been shown. With change to the liquid
chromatography tandem mass spectrometry (LC-MS/MS) technique for measurements,
we re-evaluated immunosuppressants’ stability in blood specimens at storage conditions
typically adopted in clinical laboratories.

Methods: Whole blood specimens (up to 3 levels) of immunosuppressants (tacrolimus
TAC, sirolimus SRL, everolimus ERL and cyclosporine CSA), were collected, pooled
and measured by LC-MS/MS before separate aliquots prepared for the study. Specimen
aliquots (200-500uL) were then kept at room temperature (in the dark), in a 4°C refrigerator
and -20°C freezer for 2, 3, 7 and 14 days before further testing for the immunosuppressants.
Stability was evaluated against measured levels of fresh specimens.

Results: Levels of the immunosuppressants were: TAC 3.1, 5.1, 9.2 pug/L; SRL 2.7, 9.7,
16.6 ng/L, ERL 4.8, 6.5 ng/L and CSA 207, 1449 and 2005 pg/L. Acceptance criteria
for stability were based on absolute differences for tacrolimus, sirolimus and everolimus
(1-5 pg/L: +/-1.0 pg/L; 6-10 pg/L: +/-2.0 pg/L; 11-50 pg/L: +/-5.0 pg/L) and percent
difference for cyclosporine (100-2000 pg/L: +/-25.0%). The drug with least drift observed
was tacrolimus. Tacrolimus, sirolimus and everolimus stability were maintained to the
14" day when kept at 4°C. At -20°C, frozen specimens (with lysis observed during the
thawing process) generally showed consistent but lower results over the various test dates
to the 14" day. Cyclosporine stability was also demonstrated at room temperature and
4°C. Similar to the three other drugs, there was a greater negative drift for frozen samples’
cyclosporine results from the initial test values with fresh specimens. Frozen aliquots
would allow a good estimate of the initial level but due to lysis during thawing, the change
in erythrocyte/plasma distribution contributed to the lower measured levels.Conclusions:
A common practice of storing blood specimens at 4°C for 3 days maximum in the clinical
laboratory should give similar test (repeat) levels compared to initial testing of fresh
samples. Amongst the immunosuppressants tested, tacrolimus showed the least drift from
initial testing. Blood specimens should be kept cool (4°C) with ice-packs for short periods
of transportation to the laboratory. However, grossly hemolysed blood specimens are not
acceptable for immunosuppressant testing.

Abbott Architect Clinical Chemistry and Immunoassay Systems
Digoxin Assays are Free of Interferences from Spironolactone,
Potassium Canrenoate and Their Common Metabolite Canrenone
A. DeFrance!, D. Armbruster!, D. Petty!, K. Cooper!, A. Dasgupta?. ‘Abbott
Laboratories, Irving, TX, *University of Texas Health Science Center,
Houston, Houston, TX,

Objective: Samples with varying amounts of aldosterone antagonists that may interfere
with digoxin assays were tested on three ARCHITECT clinical chemistry platforms using
the Clinical Chemistry Digoxin (cDig, particle enahanced turbidimetric immunoassay)
and on an ARCHITECT i2000sr using the chemiluminescent microparticle Digoxin (iDig,
CMIA) to evaluate interference.

Background: Spironolactone is a potassium sparing diuretic commonly used to correct
volume expansion or hypertension. Spironolactone is also commonly prescribed for
congestive heart failure patients who also often take digoxin. Due to structural similarities,
spironolactone interference with digoxin immunoassays has been widely reported.
Potassium canrenoate is a similar drug, not approved for use in the U.S but prescribed
in Europe and other parts of the world. Both potassium canrenoate and spironolactone
are metabolized to canrenone which also interferes with various digoxin immunoassays.
Steimer et al. reported significant negative interference of spironolactone, potassium
canrenoate and canrenone in the MEIA II Digoxin assay (Steimer et al Clin Chem 2002;
48: 507-508) causing potential digoxin toxicity if digoxin dosage is increased based on
falsely low digoxin result.

Methodology: Aliquots of drug free serum pool were supplemented with various
amounts of spironolactone, potassium canrenoate and canrenone representing therapeutic
concentrations as well as concentrations expected in overdose and digoxin was measured
with cDig on Architect c4000, c8000 and ¢16000 and with iDig on i2000sr.

Results: No significant difference in results was observed between baseline drug free
serum pool and spiked samples. No significant differences in results were observed
between a digoxin serum pool and the same serum pool spiked with increasing amounts of
drugs. See table below for summary.
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Drug Free Serum Pool Serum Digoxin Pool

c8000 c16000 [c4000 ]i2000sr |c8000 |c16000 [c4000 [i2000st
Baseline 00 0.0 00 ]<03 1.1 1.1 L1109
Spironolactone (ng/mL)
250 00 Jo.1 0.  ]<03 L1 L1 LI ]09
500 00 J0.1 0.1 <03 1.1 1.1 L1109
1000 00 ol 0.1 <03 1.1 L1 L1 Jo9
Potassium Canrenoate (ng/mL)
500 00 J0.1 0.1 <03 1.1 1.1 L1109
1000 00 ol 00 <03 1.1 L1 L1 Jo9
2000 00 Jo.1 00 <03 1.1 1.1 1.1 J09
Canrenone (ng/mL)
500 0.1 0.1 0.1 <03 1.1 L1 L1 Jo9
1000 0.1 Jo.1 0.1 <03 1.1 1.1 L1 ]09
2000 0.1 J0.1 0.  [<03 12 JL1 L1109
Conclusion: The ARCHITECT cDig and 1Dig assays showed no interference from the

specified drugs. The cDig and iDig assays are free from interference due to spironolactone,
potassium canrenoate, and their common metabolite canrenone.

Distribution of areas of filter paper bloodspots derived from fixed volume
(50 nL) application of EDTA-whole blood for a normal adult population,
and correlation of areas to hemoglobin and hematocrit

S. D. Schutte, J. D. Landmark, D. F. Stickle. University of Nebraska Medical
Center, Omaha, NE,

Background: Use of bloodspot samples for quantitative whole blood analysis has been
described for numerous analytes. Depending on the details of calibration, for some
methods there may be an inherent degree of uncertainty in quantitation using this sample
type due to the fact that there is interpatient variability in the relationship between volume
applied and the area of the bloodspot, with concomitant variability in the volume of blood
contained within a fixed-area bloodspot punch used for measurement. It is worthwhile
to have an assessment of the degree of variation in blood volume/area that exists among
a given target population of subjects. Given advancement of potential use of bloodspot
samples in applications such as testing for vitamin D deficiency among otherwise healthy
adults, our objective in this study was to examine the distribution of bloodspot areas for
fixed-volume applications of EDTA-whole blood from a population of apparently normal
(ambulatory, non-clinic) adults. Because hematocrit is known to influence spreading
properties of blood on filter paper, we also examined correlation of bloodspot area with
hematocrit and hemoglobin.

Methods: EDTA-whole blood specimens were de-identified, to-be-disposed refrigerated
specimens from adult “health fair” subjects. These were obtained from the laboratory along
with age, sex, and test results for hemoglobin and hematocrit. 48 specimens (25 male; 23
female; age range 24-71 years) were obtained in a single day for use in the experiment.
Specimens were mixed gently at room temperature for 30 min by rocking. Bloodspot
samples were prepared in duplicate by vertical pipetting of 50 uL onto standard “903” filter
paper cards suspended horizontally. Samples were allowed to dry at room temperature for
24 h. Relative areas of bloodspots were determined by color image analysis of bitmap
images of the filter paper cards obtained by scanner. It was previously established that
bloodspot areas obtained for fresh EDTA-whole blood were indistinguishable from those
obtained from fresh non-anticoagulated whole blood.

Results: The distribution of bloodspot areas across the population was well characterized
("2 = 0.994) by a parametric normal distribution based on the arithmetic mean and
standard deviation of the raw area data (# of pixels): bloodspot area = 6910 + 243 pixels
(coefficient of variation (CV) = 3.5%; range = 6430-7390 pixels; calibration area = 6590
pixels/cm”2). Hematocrits of the original samples were normally distributed (hematocrit =
14.4 + 1.3%) and ranged from 12-18%. Correlations of areas with hematocrit ("2 = 0.291)
and total hemoglobin ("2 = 0.345) were relatively poor.

Conclusions: Areas of constant volume bloodspots derived from normal adult whole blood
samples were normally distributed, with CV = 3.5%. Areas were not highly correlated with
hematocrit or hemoglobin. The results indicate that, due solely to interpatient variation in
blood volume per bloodspot area, an inherent variation of +7% (+2 standard deviation
range) could in principle be observed across bloodspot results from among adult samples
having identical whole blood concentrations of analyte.

Paraprotein Interference in Clinical Chemistry Assays
S. E. Melanson, P. Jarolim. Brigham and Womens Hospital, Boston, MA,

Background Previous reports indicate that paraproteins, particularly IgM paraproteins,
introduce negative or positive bias into automated chemistry assays. However, a systematic
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study examining the effects of both polyclonal and monoclonal proteins and of specimen
viscosity on the performance of automated chemistry analyzers has not been performed.
Methods We compared results for 11 analytes in patient samples in each category: 1)
total protein between 6.0-8.0 g/dL (n=69), 2) total protein >8.0 g/dL (n= 65) and 3) total
protein >8.0 g/dL and the presence of monoclonal gammopathy (n=51). Specimens were
analyzed for electrolytes, glucose, creatinine, calcium, phosphate, total bilirubin, uric acid,
iron and HDL on the Ortho VITROS 5,1 FS, Olympus AU2700 and Siemens Dimension
RxL analyzers. The Ortho VITROS 5,1 FS measured viscosity. The bias between methods
was calculated and the relationship of total protein and viscosity was determined.

Results Groups 1, 2 and 3 had average total protein concentrations of 7.11 =+ 0.49 g/
dL, 8.36 = 0.31 g/dL and 9.21 + 1.15 g/dL; respectively. Viscosity was 2.53 + 0.25 cP,
3.09 £ 0.48 cP, 3.51 £ 1.09 cP in groups 1, 2 and 3 respectively. Clinically significant
biases were seen when comparing calcium, glucose, HDL and iron results. An excellent
correlation between bias and viscosity was seen (Figure). The bias was significant in 77%
of specimens with a viscosity > 3.0 cP.

Conclusions Similar to other studies we found that the mechanism of interference is
dependent on a variety of factors including methodology, stabilizing reagents, pH, and
type of protein. We verified that for certain analytes a bias between analyzers is present that
correlates well with viscosity. Because not all factors contributing to protein interferences
can be readily measured, we recommend using viscosity to predict the likelihood of
interference with certain analytes.
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Impact of Pre-analytical Processes on the Measurement of Protein
Biomarkers of Atherothrombotic Risk

S. Esayanur Sujatha Sarma, A. Vahedi, R. Nghima-Tahiri, Y. Cheung, L.
Millar, S. Vijayakumar, B. Wang, N. Nolan, E. Hytopoulos, B. Phelps, M.
Beggs. Aviir Inc, Palo Alto, CA,

The determination of protein biomarker levels in blood is emerging as an important means
to assess the level of coronary heart disease (CHD) in an individual and predict a person’s
risk for atherothrombosis. How a blood sample is collected, handled, and stored prior to
analysis has been reported to greatly impact the levels of biomarkers measured. Yet the
stabilities of many of the proteins associated with the biological pathways that may be
activated in CHD have not been systematically evaluated.

Objective: We studied the impact of blood collection tube-type (glass or plastic, with and
without separator gel), centrifugation speed, cell contamination, and storage temperature
including post-thawed conditions (with multiple freeze-thaw cycles) on the measurement
of serum protein biomarkers by xMAP™ assays.

Methods: Three panels (a total of 47 individual protein assays) were tested. They
included the Bio-Rad Human Cytokine 21-plex assays, RDS Custom “High
Abundance” 12-plex assays, and RDS Custom “Low Abundance” 14-plex assays.
These assays are sandwich bead-based immunoassays carried out in a 96-well plate
format and read using the Bio-Plex™ xMAP instrument system. Serum samples (up
to n=54 depending on the condition tested) were collected from patients who had
a cardiac event (“case”) and from normal blood donors with no evidence of CHD
(“control”). P-values by ANOVA were calculated for all 47 biomarkers to determine
the significance of the effects caused by tube type and temperatures.

Results: The assay results were analyzed in terms of fluorescence signal and concentration
(pg/mL). Six markers (CTACK, MIF, SCGF-b, RANTES, sCD40L, and VEGF) were
significantly impacted by sample handling and storage conditions (p <0.05). CTACK
showed an increased concentration trend when the serum samples were stored at
4C and 25C (p<0.0001), whereas sCD40L levels were decreased in samples stored at
25C(p<0.0001). Both of these biomarkers were also strongly impacted by blood collection
tube type. MIF showed a surprising peak in concentration levels when samples were
stored at -20C compared to -80C or 4C (p<0.0001), although there was a concentration
dependent decrease in samples stored at 25C and 4C.

Conclusions: These observations provide important information that must be considered
when serum samples are tested for protein biomarker levels. We have defined a sample
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handling process that minimizes the exposure of proteins of interest to conditions that we
have shown could alter measured levels significantly. Knowing that a particular protein
is sensitive to certain pre-analytical handling conditions, we are able to choose the more
reliable and robust protein biomarkers to include in the final clinical test panel of protein
assays. By minimizing pre-analytical variation, changes in measured protein concentrations
can be used with greater confidence to predict a person’s risk for atherothrombosis. Our
findings are also important for investigators to consider when designing a multi-site blood
sample study protocol. If all sites adhere rigorously to a pre-defined pre-analytical sample
handling protocol, the validity of the study results can be viewed with greater confidence.

Estimation of the Measurement Uncertainty of Creatinine Clearance
Rate

J. Li, X. B. Zhao, S. K. Yan. Dept.of Lab. Med.,China-Japan Friendship
Hospital, Ministry of Health, Beijing, China,

Background 1t is well known that incomplete urine collection or the relative bias of
creatinine concentrations had direct effects on the creatinine clearance rate (CCr) test.
Laboratories should set routine performance goals for measurement uncertainty (MU)
based on the clinical use of the CCr results.

Objective To explore the effects of different parameters on the CCr results in the clinical
laboratory, and estimate the MU of CCr.

Methods According to the rules of the ISO Guide to the Expression of Uncertainty in
Measurement (GUM) and other guidelines, the MU of serum and urine creatinine, and
CCr were estimated in our laboratory by using standard procedures with Hitachi 7600
automatic biochemical analyzer.

Results Base on the uncertainty components and their values of serum and urine creatinine,
contributions of different parameters to the MU of CCr was estimated (Fig. 1).

K, : all contributions to CCr combined uncertainty; K ' other contributions to CCr
combined uncertainty exclude the individual biological variation; K contributions
come from serum sample; K . - contributions come from urine sample.

Fig. 1 Contributions of different parameters to the MU of CCr

When the CCr results of patient 1 and 2 were 66.88ml/min and 30.93ml/min, the expanded
uncertainty were 16.98ml/min and 7.84ml/min, and the relative standard uncertainty
were 12.70% and 12.67%; The factors of biological variation excluded, the expanded
uncertainty is 5.48 ml/min and 2.50ml/min, and the relative standard uncertainty were
4.09% and 4.04%.

Conclusion The CCr concentrations had no effects on the MU estimation. The impacts of
biological variability excluded, pre-analytical variation is the major factor for estimating
the MU of CCr.

Kay word: creatinine clearance rate, measurement uncertainty
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Evaluation of the BD Vacutainer Rapid Serum Tube with BD Hemogard
Closure for Select Analytes at Initial Time and 24 Hours and with
Alternate Centrifugation Conditions

D. Szamosi, T. Finocchio, A. Stankovic, E. Croneberger, J. Berube. BD
Diagnostics, Franklin Lakes, NJ,

Objectives: The clinical performance of the BD Vacutainer® Rapid Serum Tube Blood
Collection Tube with BD Hemogard™ Closure (BD RST) was evaluated in comparison
with the BD Vacutainer® SST™ Blood Collection Tube (BD SST™) for 40 analytes at
initial time and at 24 hours and for specimen quality in the BD RST. In a second study,
using four centrifugation conditions, the BD RST was also compared with the BD SST for
four analytes; clot time for the BD RST was recorded in a third study.

Background: The BD Vacutainer Rapid Serum Tube is a new blood collection tube that
contains a thrombin-based clot activator and a gel barrier with a BD Hemogard closure

Factors Affecting Test Results

that minimizes splatter during cap removal. The thrombin promotes rapid clotting of the
blood, allowing centrifugation five minutes after collection to provide a serum specimen
that can be sampled directly from the primary tube. This reduced clot time can enable
faster laboratory turnaround time, which is particularly vital for hospital units in which test
results drive important medical decisions on patient treatment.

Methods: Fresh blood specimens were collected for the studies by routine venipuncture
from apparently healthy adult subjects. After a time interval to allow clotting, the tubes
were centrifuged to provide separated serum specimens. Serum was then tested for 40
analytes at initial time (t=0) and following storage at 24 hours (t=24h) at room temperature
on a Roche Integra® 800 and Siemens ADVIA® Centaur. Using four centrifugation
conditions (2000g/10 min, 2000g/4 min, 4000g/3 min, 1500g/10 min), four analytes (AST,
LD, K, Phos) were assessed in the BD RST vs the BD SST on the Roche Integra 800.
Results: Clinical equivalence on average was demonstrated in the BD RST and BD SST
at initial time and 24 hours for all analytes. For each centrifugation condition, the BD RST
met the bias requirement for equivalence with the BD SST for the select analytes. Visual
observations recorded no significant tube/time interval difference for RBC on barrier,
fibrin strand, fibrin mass and hemolysis in the BD RST at initial time and 24 hours. Clot
time was observed for the BD RST in under 5 minutes. Overall, results obtained with
the BD RST demonstrated comparable performance with the BD SST for all analytes
evaluated.

The 510(k) clearance of the BD RST with BD Hemogard Closure in the US is pending.

Interferences from hemolysis, bilirubin and turbidity on analytes using
two different integrated analytical systems

A. Baeuerle-Bubeck!, I. Bauer!, O. Sonntag?, H. Baum'. 'Regionale Kliniken
Holding RKH GmbH, Ludwigsburg, Germany, *Ortho Clinical Diagnostics
GmbH, Neckargemuend, Germany,

Introduction: Hemolysis, bilirubinemia or turbidity (lipemia) lead to many problems in
the correct determination of analytes measurable in serum or plasma specimen. Therefore,
detection and removal of possible interfering substances are of great importance in daily
routine. In this study, we investigated the possible interference of hemolysis, bilirubin
and turbidity (lipemia) on several routine parameters compared to unspiked sera on a
VITROS® 5600 integrated system and a cobas® 6000 analyzer. An additional study was
undertaken to compare coloured samples and samples with no intensive colour with the
two analytical systems.

Materials and Methods: Serum samples from 4 healthy individuals were collected. The
sera were divided in 4 portions and spiked with different amounts of hemoglobin, bilirubin
or Intralipid®. In all samples several analytes were measured covering the assay spectrum
of both the VITROS 5600 integrated system and the cobas 6000. To better quantify the
degree of colour the serum index was determined in each sample. Additional we tested 150
coloured and 100 uncoloured native serum samples on both systems and did comparative
statistical analysis.

Results: Compared to unspiked sera, in several parameters there was a significant
interference with the spiked samples. On the VITROS 5600 the interference could
be correlated to the semiquantitative measured amount of the interfering substance.
Compared to the cobas analyzer there were lesser interferences especially in those
parameters measured with the MicroSlide technology and spiked with bilirubin or lipids.
The method comparison with uncoloured and coloured samples delivered much broader
differences as found in the in-vitro testing.

Conclusion: The VITROS 5600 showed lesser interferences with classical interfering
substances compared to another widely used integrated system but is limited to those
parameters which are determined with the MicroSlide technology. One has to take into
account that in-vitro studies do not reflect the real situation in native patient material.

The use of indices for the determination of cut off levels for the influence
of hemolysis, icteria and lipemia on 35 parameters measured on the
Architect C8000 analyser

E. C. Michielsen, M. Bour, B. H. E. Hendrickx, M. E. P. van Drunen, J. C.
J. M. Swaanenburg. Department of Clinical Chemistry and Hematology,
VieCuri Medical Center for Noord-Limburg, Venlo, Netherlands,

Objective: When measuring on a routine clinical chemistry analyzer, one should always
be aware of the influence of hemolysis, icteria and lipemia (HIL). The aim of this study
was to investigate the influence of HIL for 35 routine clinical chemistry parameters on the
Architect C8000 analyzer (Abbott Diagnostics) by the HIL-indices that are automatically
determined for each sample.

Methods: Basic solutions were prepared with lysed erytrocytes, bilirubin and intra-
lipid® for calculating the influence of hemolysis, icteria and lipemia, respectively. Also, a

Al8 CLINICAL CHEMISTRY, Vol. 56, No. 6, Supplement, 2010



Factors Affecting Test Results

serum pool was prepared with concentrations within the appropriate reference ranges for
each parameter. From this serum pool 10 working solutions were prepared by adding 10
increasing amounts of the appropriate basic solution and 10 decreasing amounts of 0.9%
saline solution in order to maintain equal total end volumes. The highest concentrations
hemoglobin, bilirubin and intra-lipid (triglycerides) were 0,62 mmol/l, 820 pmol/l and 48
mmol/l, respectively. From these data we determined cut off values for HIL indices above
which a parameter result was measured that deviated more than 10% and 20% from the
native pool serum result.

Results: In the evaluated ranges, hemolysis was of significant influence on LDH, ASAT,
ALAT, gamma-GT, uric acid, ammonia, total protein, iron, potassium, conjugated bilirubin
and magnesium. Icteria was of significant influence on creatinin (Jaffé¢), ammonia,
cholesterol, gamma-GT, triglycerides, lithium and lipase. Lipemia was of significant
influence on albumin (BCP), bilirubin total, conjugated bilirubin, calcium, iron, lipase,
lithium, magnesium, total protein and uric acid.

Conclusion: Most of the evaluated parameters were not influenced by hemolysis, icteria or
lipemia in the investigated ranges. For the aforementioned parameters that were influenced
we installed cut off values for HIL-indices above which a result was generated with a
deviation of more than 10% from the native pool serum result (remark on patient report:
minor deviation due to interference). For HIL-indices resulting in a deviation of more than
20% from the native pool serum we installed cut off values that blocked reporting of the
result (remark on patient report: result blocked due to interference). For potassium, these
cut off values were installed at deviations of 5% and 10%, respectively.

Spurious results of vancomycin and other chemistry analytes in a patient
with undiagnosed paraproteinemia

M. R. Al-Turkmani, J. Barron, L. V. Rao. UMass Memorial Medical Center,
Worcester, MA,

OBJECTIVE: To highlight the significance of paraprotein interference with vancomycin
and other routine laboratory assays.

BACKGROUND AND CASE DESCRIPTION: Monoclonal immunoglobulins, also
known as paraproteins, have been reported to interfere with a number of routine chemistry
assays. Paraprotein interference with an automated vancomycin assay has been recently
reported in two lymphoma patients (1). The patient described in this report is an 87-year-
old male with a history of chronic obstructive pulmonary disease (COPD), chronic
renal insufficiency, and anemia. He was admitted to the medical floor with septicemia
and subsequently managed with supportive care and antibiotic therapy that included
intravenous administration of vancomycin (1g every 24 h).

METHODS: Serum vancomycin levels were determined using a turbidimetric
immunoassay (LX, Beckman Coulter). The patient’s serum samples were then pooled
and vancomycin levels were measured using three different assays: the Beckman assay, a
similar turbidimetric immunoassay on the Architect analyzer (Abbott), and a fluorescence
polarization immunoassay (FPIA) on the Cobas Integra analyzer (Roche). In a follow-up
study, six samples with different M-protein components (IGgk, IgGA, IgMx, IgMA, IgAKk,
IgA\) were spiked with vancomycin to achieve a final concentration of 30 pg/mL and later
tested on all three platforms.

RESULTS: Serum vancomycin measurements on the LX analyzer gave a < 2.0 pg/
mL result, which was incompatible with the ongoing vancomycin therapy the patient
was receiving. This falsely low result indicated potential interference by paraproteins.
Subsequent serum protein electrophoresis and immunofixation revealed an IgMxk
monoclonal component of 24 g/L in the patient’s serum that the medical staff were not
aware of. Testing the patient’s serum pool on the three platforms demonstrated that
vancomycin levels were assay-dependent (15.3, 29.6, 46.9 pug/mL by LX, Architect,
and Integra, respectively). In addition to vancomycin, the pooled serum was tested for
commonly measured analytes and no significant differences were found among the three
platforms except for inorganic phosphate (suppressed by LX, 3.5 and 4.2 mg/dL by
Architect and Cobas, respectively), and HDL-C levels (suppressed by LX and spuriously
low by Architect and Cobas). Measuring vancomycin levels by LX, Architect, and Integra
in the spiked samples that contained different M-proteins gave comparable results with
no evidence of interference. The inorganic phosphate and HDL-C results were either
suppressed or spuriously low only in the sample containing I[gMA, indicating that the
interference might be dependent in certain cases on the class of paraprotein.
CONCLUSION: Spurious or suppressed test results of vancomycin or other selected
chemistry analytes should prompt suspicion of paraprotein interference, especially when
these results do not match the clinical picture of a patient. Additionally, test results of these
analytes should be interpreted carefully in patients with known paraproteinemia.

(1) Simons SA et al. Two cases with unusual vancomycin measurements. Clin Chem.2009
Mar;55(3):578-80.
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Stability of Vitamin C in Whole Blood and Serum

M. Zhang', R. L. Schleicher!, M. Sternberg', M. Xu', H. Chen', C. M.
Pfeiffer!, L. E. Mechanic?. ' Centers for Disease Control & Prevention,
Atlanta, GA, *Westat, Rockville, MD,

Objective: Multiple studies have shown that vitamin C (VIC) rapidly degrades in serum
unless it is promptly acidified. We re-evaluated VIC stability before addition of meta-
phosphoric acid (MPA) to provide a more practical procedure for sample collection and
processing in future studies.

Relevance: VIC is essential for good health. It is a cofactor in many important enzymatic
reactions and a highly effective water-soluble antioxidant. Total ascorbic acid in serum is a
biomarker of VIC status. Deficiency is indicated by values <0.2 mg/dL.

Methodology: Whole blood (WB) samples were drawn into 5 red-top Vacutainers™ from
33 healthy donors (mean+SD: 1.24+0.44 mg/dL). After 30 min, an individual’s serum was
separated from tube 1 and 6% MPA was added (1:4); this acidified reference serum was
stored at -70°C. Non-acidified serum from tube 1, aliquots of WB from tube 2, and WB
in unopened Vacutainers™ (tubes 3-5) were stored at 4°C for 1, 4 and 6 days. At the end
of each storage period, serum was prepared and/or VIC was stabilized with 6% MPA, and
aliquots were transferred to -70°C until analysis (experiment 1; n=10). We also tested VIC
stability when non-acidified serum samples were stored at -70°C for up to 14 days before
addition of MPA (experiment 2; n=23) and the effects of different amounts/age of MPA on
serum VIC (experiment 3; n=10). Total VIC (oxidized and reduced) was measured using
HPLC separation with electrochemical detection (analytical CV 5.3%). Paired t-tests
without correction for multiple comparisons were used to test for significance against
reference serum (p<0.05).

Results: VIC concentrations decreased substantially in non-acidified serum stored at 4°C
(p<0.0001): -14% (1 d), -41% (4 d) and -61% (6 d). Little change was observed when
whole blood was kept at 4°C either in opened or unopened tubes: +2.3% (p=0.17) or -3.9%
(p=0.04) at 1 d, +1.4% (p=0.58) or -4.5% (p=0.05) at 4 d and -4.2% (p=0.10) or -7.5%
(p=0.03) at 6 d. When non-acidified serum was frozen at -70°C and stored for up to 14
days, VIC decreased only a little: -5.0% (p=0.0009) at 1 d, -5.5% (p<0.0001) at 7 d and
-3.8% (p=0.0002) at 14 d. Compared with freshly prepared 6% MPA (routine procedure),
8% MPA or 6% MPA stored frozen at -70°C for more than 3 years were equally effective
in stabilizing VIC: -2.7% (p=0.03) and 0.1% (p=0.94), respectively. Substantial loss of
VIC was observed when 3% MPA was used: -75% (p<0.0001).

Conclusions: While VIC was not stable in non-acidified serum stored at 4 °C, it showed
reasonable stability in refrigerated WB for 1-6 days (<7% change) or in serum frozen
at -70°C for up to 14 days (<6% change) without need for acid stabilization. Individual
aliquots of 6% MPA stored frozen may be used for laboratory convenience. Simplified
handling of blood and shipment to a laboratory for acidification would facilitate field
studies of VIC status. Further studies of VIC stability in blood and serum should be
undertaken in persons with poor VIC status.

Evaluation of the Clinical Performance of the New BD Microtainer®
MAP Microtube for Automated Process with K,EDTA for Routine
Hematology Testing on the Sysmex® XE-2100 and Beckman Coulter®
LH 750

N. Niwinski, A. Stankovic. BD Diagnostics, Franklin Lakes, NJ,

Objectives: The clinical performance of the new BD Microtainer® MAP Microtube for
Automated Process was evaluated in comparison with the current BD Microtainer® Tube
with Microgard™ Closure for routine hematology testing at initial time on two instrument
platforms_the Sysmex® XE-2100 and Beckman Coulter® LH 750 and over time on the
Beckman Coulter LH 750.

Background: The BD Microtainer MAP Microtube for Automated Process (BD MAP)
is a blood collection tube that is intended for collecting low volumes of capillary blood.
The BD MAP, which is spray coated with K,EDTA anticoagulant, enables the collection,
anticoagulation, transport and storage of skin puncture blood specimens for routine
hematology testing on automated hematology systems. The tube is especially beneficial
for blood collection from geriatric, oncology, pediatric, neonatal and intensive care
unit patients, as well as the general population. The standard 13x75 mm size of the BD
MAP enables full-size labeling to eliminate potential specimen labeling errors, which
could result in possible life-threatening consequences to the patient. Since the design fits
standard instrument racks and is compatible with the most commonly used hematology
analyzers, the BD MAP can assist in improving workflow efficiency.

Methods: Blood specimens were collected for the studies by two separate finger
punctures from a total of 200 adult subjects from both in-patient and out-patient
populations. Specimens were allowed to sit for a minimum of 30 minutes from
time of collection at room temperature prior to testing. Testing was then performed
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on specimens from both tubes for a complete blood count, including platelets and
reticulocytes, on the Sysmex XE-2100 and Beckman Coulter LH 750 at initial time
(within 4 hours from time of collection) and after 12 hours on the Beckman Coulter
LH 750. Specimens were processed in the BD MAP using automated mode and in the
BD Microtainer Tube using traditional manual mode.

Results: Clinically acceptable performance was demonstrated for the BD MAP for all
hematology parameters measured on the Sysmex XE-2100 and Beckman Coulter LH
750 as compared to the BD Microtainer Tube with Microgard Closure at initial time.
Stability over time for up to 12 hours when stored at room temperature was observed in
the BD MAP on the Beckman Coulter LH 750. Overall, clinically acceptable performance
was demonstrated for the BD MAP in comparison with the BD Microtainer Tube with
Microgard Closure for all hematology parameters evaluated.

Influence of a regular, standardized meal on Clinical Chemistry Analytes.
G. Lippi', G. Salvagno?, G. S. Lima-Oliveira’, M. Gelati?, M. Montagnana?,
E. Danese?, G. Picheth*, A. Duarte®, G. Guidi®. 'U.O. di Diagnostica
Ematochimica, Azienda Ospedaliero-Universitaria di Parma, Parma, Italy,
2Sez. Chimica Clinica, Dip. Scienze Morfologico-Biomediche, Verona, Italy,
$University of Sao Paulo, Sdo Paulo, Brazil, *Federal University of Parana,
Curitiba, Brazil,

Background: Although it is widely acknowledged that the lipaemia influences the
concentration and/or the activity of several analytes in blood, the time of fasting is often
disregarded as a potential source of preanalytical variability.

Objective: The purpose of this study was to evaluate the effects of time of fasting on
clinical chemistry analytes.

Methods: Venous blood specimens were drawn in the morning from 17 fasting volunteers
who gave informed consent for participating to the study. The subjects consumed a
regular, standardized meal, contain carbohydrates, protein and lipids (563 Kcal) in 10 min.
Sequential venipunctures were performed before the meal and 1, 2 and 4 hours later on four
different veins of the upper arms. Blood was collected by a single, expert phlebotomist by
venipuncture with 20 G straight needles, directly into 3.5-mL vacuum tubes containing gel
and lithium heparin (Terumo Europe, Haasrode, Belgium). The concentrations of several
clinical chemistry analytes were assayed on Roche/Hitachi Modular System P (Roche
Diagnostics GmbH) (See Table 1). Significance of differences between samples was
assessed by paired Student’s t-test. The level of statistical significance was set at p<0.05.
The biases following 1, 2 and 4 hours after the meal were compared with the current
desirable quality specifications for bias, derived from biologic variation.

Results: Statistically significant differences exceeded the analytical quality specifications
for desirable bias for phosphate (P), glucose (GLU), triglycerides (TG), Iron (Fe), total
proteins (TP), sodium (Na), calcium (Ca), magnesium (Mg) and albumin (Alb) (Table 1).
No significant biases could be recorded for the others analytes.Conclusion: The significant
variation of several clinical chemistry parameters after a light meal demonstrates that the
fasting time needs to be carefully considered when performing testing, in order to prevent
spurious results especially in the emergency setting.
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Factors Affecting Test Results

Heterophilic antibody interference in a chemiluminescent immunometric
erythropoietin assay

L. Spruill, M. A. Constantin, D. M. Andrews, Y. Zhu. Medical University of
South Carolina, Charleston, SC,

Background: Erythropoietin (EPO) is a glycoprotein hormone responsible for the tight
regulation of erythropoiesis. EPO is typically measured in clinical laboratories using two-
site sandwich immunoassays. It is well documented that sandwich immunoassays can be
limited by heterophilic antibodies within patient serum, due to the fact that the capture
antibody and detection antibody can be joined by heterophilic antibodies in the absence
of antigen (measured analyte). Our objective is to report the first published case in which
EPO measurement has been confounded by heterophilic antibodies.

Methods: EPO was measured with a solid-phase, chemiluminescent immunometric
assay on the IMMULITE 2000 analyzer (Siemens Medical Solutions Diagnostics),
which consists of a ligand-labeled monoclonal anti-EPO capture antibody, an alkaline
phosphate-labeled polyclonal anti-EPO conjugate antibody, and solid-phase anti-
ligand-coated polystyrene beads. The assay has an analytical measurement range of
1.5 - 200 mIU/mL, where the lowest reportable result is 1.5 mIU/mL as established
by our laboratory. If the sample concentration is > 200 mIU/mL, the sample will be
diluted to endpoint using the on-board dilution protocol. In a normal population, the
median EPO level is 10.2 mIU/mL with a 95th percentile level of 19.6 mIU/mL, and
the absolute range is 3.7 to 31.5 mIU/mL.

Results: In a 73 years old patient with anemia of unknown etiology, initial EPO level was
greater than 200 mIU/mL, which is above the assay measurable range (1.5-200 mIU/mL).
Dilution of the sample resulted in a non-linear decrease in the EPO level of 68.2 mIU/
mL (1:10 dilution), which was inconsistent with a truly elevated level. Use of heterophilic
antibody blocking tubes (Scantibodies Laboratories) yielded a result of 123 mIU/mL, a
decrease consistent with the presence of heterophilic antibodies. The specimen was sent to
a reference laboratory (ARUP) that employs a different immunochemiluminescent assay
using the DxI 800 analyzer (Beckman Coulter). The reference laboratory returned a result
of 9 mU/mL, which is within the range of normal (4-27 mU/mL).

Conclusion: The current report is the first documented case of interference from
heterophilic antibodies using the chemiluminescent immunometric EPO assay on the
IMMULITE 2000 analyzer. Clinical awareness of this possibility is necessary in order to
prevent misdiagnosis of a patient due to inaccurate interpretation of results.

Incidence of Catecholamine Interference in the Roche Enzymatic
Creatinine Assay

A. Wockenfus, C. Koch, M. Onsum, A. Saenger, A. Jaffe, B. Karon. Mayo
Clinic, Rochester, MIN,

Background: We have reported that some patients receiving intravenous
catecholamines can have markedly low creatinine values due to analytical interference
on the Roche (Roche Diagnostics, Indianapolis IN) enzymatic creatinine assay.
This effect was not observed when the Roche Jaffe creatinine method was used. To
understand the frequency of this effect and the factors associated with it, we compared
creatinine results obtained by the enzymatic and Jaffe methods on the Roche Cobas
Integra 400 analyzer (Roche Diagnostics, Indianapolis, IN) using samples from
patients known to be receiving intravenous catecholamines.

Method: In our practice, patients on intravenous epinephrine, norepinephrine,
dopamine, dobutamine, or vasopressin automatically have creatinine analyzed by
a Jaffe method to avoid possible interference. We measured the frequency of this
interference by running enzymatic and Jaffe creatinines in parallel on 491 specimens
received in the laboratory from patients with a Jaffe creatinine ordered due to
catecholamine administration. We defined interference to be a Jaffe creatinine value
at least 0.3 mg/dL greater than the enzymatic creatinine value. We recorded the draw
type and any sample comments (i.e. hemolysis, lipema, etc.) attached to those results
in the Laboratory Information System (LIS).

Results: Of 491 creatinine Jaffe specimens, 360 (73.3%) were collected from arterial
lines, 73 (14.9%) from venous lines, and 58 (11.8%) by venipuncture. Mean bias
between enzymatic and Jaffe methods (n=491) was 0.0212 mg/dL. Catecholamine
interference was observed in 7 of 491 (1.4%) samples. Of those specimens
demonstrating interference 4 were collected from arterial lines, 2 from venous lines,
and 1 by venipuncture. No sample comments (hemolysis, lipemia, etc) were noted in
the LIS for any of the specimens demonstrating catecholamine interference.
Conclusions: Catecholamine interference with enzymatic creatinine measurements
occurs infrequently in patients receiving intravenous catecholamines. Samples drawn
from venous lines were over-represented among the samples with interference (2 of 6
vs. only 15% of overall samples); however interference was not limited to venous line
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draws. Because interference is infrequent and not limited to any one draw method;
avoiding catecholamine interference in the enzymatic creatinine assay will pose
significant process problems for labs using that assay.

Lipid Emulsion Solution: A novel cause of hemolysis in serum and
plasma samples
E. A. Jaben, C. D. Koch, B. S. Karon. Mayo Clinic, Rochester; MN,

Background: While investigating the cause of hemolyzed blood samples, we found that
several pediatric patients who had 3 or more hemolyzed samples were on a combination
of total parenteral nutrition (TPN) and lipid emulsion solution. In these patients TPN and
lipid emulsion were administered together in varying ratios for nutritional support. In
one of these patients, whole blood specimens collected in blood gas syringes were not
visibly hemolyzed (after plasma separation), while multiple serum and plasma specimens
collected in vacutainer tubes were grossly hemolyzed. We investigated the potential
for TPN and lipid emulsion to cause hemolysis in lithium heparin plasma collected in
vacutainer tubes and blood gas syringes.

Methods: Blood collected from normal healthy volunteer donors was spiked with a
mixture of 20% lipid emulsion (Intralipid, Fresenius Kabi, Homburg Germany) and TPN
at varying proportions (1:1, 1:4 and 1:8) to a final concentration of 10% (1 part TPN/
lipid emulsion to 9 parts whole blood). The blood and TPN/lipid emulsion mixture was
transferred into blood gas syringes and plasma separator tubes (vacutainer tubes) each
containing lithium heparin, and the tubes and syringes were mixed on a rocker for 10-60
minutes at room temperature. Specimens were then centrifuged for 3 minutes at 4000 x
g, and the H-index of the plasma was determined on a Roche Modular Analytics system
(Roche Diagnostics, Indianapolis IN).

Results: Hemolysis in both vacutainer tubes and blood gas syringe samples was
proportional to the amount of lipid emulsion (relative to TPN) in the sample. At the highest
ratio of lipid emulsion to TPN tested (1:1), spiking blood with 10% TPN/lipid emulsion
caused gross hemolysis in vacutainer tube samples (H index >300) but only moderate
hemolysis in blood gas samples (H index 100-150). Increasing incubation time from 10-
60 minutes resulted in increased hemolysis in vacutainer tubes (H index > 600 after 30
minutes) but did not significantly influence the amount of hemolysis in blood gas syringes.
At lower ratios of lipid emulsion to TPN (1:4 and 1:8) only slight hemolysis was noted in
either sample type (H index of 20-40 in vacutainer tubes and 10-20 in blood gas samples).
Conclusion: Blood specimens containing significant amounts of lipid emulsion solution
are prone to gross hemolysis. If blood specimens must be collected while lipid emulsion
solution is being administered to pediatric patients, collection in blood gas syringes may
prevent hemolysis of samples.
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The Influence of Centrifugation, Freeze-Thaw, and Hemolysis on the
Measurement of Plasma TARC (CCL17) by ELISA
M. Peach, J. Bigler, D. Tran, Y. Pan, R. Xu. Amgen Inc., Seattle, WA,

Introduction (Relevance): Pre-analytical variation in sample collection, preparation, and
handling can have a significant impact on analyte measurement. Analytes associated with
platelets may be especially susceptible to pre-analytical variation due to the contribution
of platelet-derived analyte in the sample. TARC (CCL17) is a chemokine that has been
associated with platelets and has been measured from purified platelets after lysis or
thrombin activation (Fujisawa et al. 2002). Because of the potential for platelet-derived
TARC to alter plasma concentrations, the influence of pre-analytical sample handling
procedures needs to be understood. Factors that can affect platelet contribution to plasma
TARC levels include centrifugation speed at plasma collection and number of plasma
freeze thaw cycles. Additionally, factors that lead to hemolysis during sample acquisition
can also result in platelet lysis and higher TARC concentrations.

Objective: To determine the effect of variation in centrifugation, plasma freeze-thaw, and
sample hemolysis on plasma TARC concentrations measured by ELISA.

Materials and Methods: TARC concentrations were determined using the Human CCL17/
TARC Quantikine ELISA from R&D Systems (Minneapolis, MN). Plasma was purchased
from Bioreclamation Inc. (Hicksville, NY) or prepared from in-house donors. Purified red
blood cells were isolated from blood by ficoll. Platelets in plasma were counted on the
Siemens Advia 120 Hematology System.

Results (Validation): Centrifugation conditions were varied to prepare matched plasma
samples containing variable numbers of platelets. Samples prepared at lower centrifugation
speeds contained significantly more TARC than samples centrifuged at higher speeds and
plasma TARC concentrations were strongly correlated with platelet count. Additionally,
TARC concentrations in “platelet-free” plasma, prepared specifically to remove platelets,
were significantly reduced compared to matched plasma samples prepared using
conventional methods. TARC concentrations were also shown to increase with additional
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freeze-thaw cycles. Plasma TARC from samples prepared by centrifuging at 2000g was,
on average, 69% higher after three cycles than samples that did not undergo any freeze-
thaw. The magnitude of the freeze-thaw effect was also affected by centrifugation speed.
Samples centrifuged at higher speeds were less affected by freeze-thaw than samples
centrifuged at lower speeds. TARC concentrations from hemolysed plasma samples were
nearly five times higher than non-hemolysed samples. Increased TARC in hemolysed
samples was independent of red blood cell lysis as plasma spiked with purified red blood
cell lysates failed to shown significant increases in TARC.

Conclusions: Centrifugation, sample freeze-thaw, and sample hemolysis can influence the
measurement of TARC from plasma and are likely a result of platelet-derived TARC.
Lower centrifugation speeds, greater number of platelets, and higher overall TARC levels
were correlated. Higher TARC levels in samples that had undergone several freeze-thaw
cycles are consistent with platelet lysis during freeze-thaws. Finally, hemolysed samples
may indicate “sample trauma” that may cause platelet lysis or activation. As a result of
these findings, strict compliance with sample collection protocols is essential to reduce
artefactual variation in TARC plasma levels and sample freeze-thaw need to be limited.
Results from hemolysed samples should be interpreted with caution.

The Interference of Insulin Antibodies and Cross-reactivities with Two
Human Recombinant Insulin Analogues in a Insulin Inmunoassay<!--
StartFragment-->

Y. Yun, S. Kim, M. Hur, H. Moon. Konkuk Univserity Medical Center and
School of Medicine, Seoul, Korea, Republic of,

Background: Insulin measurement is used for the diagnosis of hypoglycemia, and
may be useful in determining the pathogenesis of type 1 and 2 diabetes. However
each commercially available insulin assay has known to have some limitations: these
include various degrees of cross-reactivities with recombinant insulin analogues and
the interferences of anti-insulin antibodies. We evaluated the usefulness of insulin
immunoassay (Immuno-eletrochemiluminescent-metric Assay, IECMA) by assessing the
interference of insulin antibodies and cross-reactivities with two insulin analogues, and by
comparing with other two insulin assays

Methods: Sera were obtainted from 73 type 2 DM patients under the continuous
subcutaneous insulin infusion therapy(CSII) and 20 healthy controls attending the diabetic
Out-Patient Clinics and medical health examination center of the Konkuk University
Hospital, Seoul. Insulin concentrations were determined using MODULAR analyzer E170
(Roche Diagnostics, Mannheim, German), Advia Centaur Immunoassay System (Simens,
Erlangen, Germany), and manual INS-IRMA assay (BioSource, Nivelles, Belgium). To
investigate the interference of anti-insulin antibodies, we performed anti-insulin antibody
tests(anti-insulin IRMA, CIS Bio International, Areva S.A., France), and analysed the
differences between direct insulin and two PEG-treated insulin levels. We obtained vials
of two insulin analogues (insulin aspart and glulisine) with nominal concentration of 100
IU/mL and suitable for injection, and diluted them with 7% BSA to final concentrations of
30, 100, 300, and 1000 mIU/L. The insulin levels of all dilutions were measured by E170
analyzer, and cross-reactivities (%) were calculated from the ratio of the measeured and
nominal concentrations.

Results: The patients were grouped by the anti-insulin antibody levels (< 5.4%, 5.4~20%,
20~40%, > 40%), the mean values of direct, total, and free insulin obtained from E170
increased in higher level group. The differences of direct, total, and free insulin values in
the anti-insulin antibody negative group(< 5.4%) were not significant (p=0.619), while
those values in the antibody positive group(> 5.4%) were significantly different each
other(p=0.031). Anti-insulin antibody and E170 total, free insulin levels were slightly
correlated with fasting glucose level. Insulin values obtained from E170 analyzer were
strongly correlated with those from Advia Centaur than those from insulin IRMA assay
(R2=0.421, p<.001 vs. R2=0.767, p< .001). The average difference between E170 and
IRMA values in B-A difference plot was 26.14%, the E170 insulin values had a higher
tendency and showed a significant proportional bias (y = 2.0899x - 0.5491). The E170
insulin assay showed low cross-reactivity to both insulin analog aspart, and glulisine (<
0.7%).

Conclusions: The comparison between E170 and Advia Centaur insulin results showed
good correlation, but poor between E170 and IRMA assay. The E170 insulin assay was
more sensitive to interference from anti-insulin antibodies than others. We demonstrated
that E170 insulin assay have no cross-reactivities with both insulin aspart and glulisine,
this is the E170 measures only human endogeneous insulin. E170 insulin assay could
be available to diabetes patients undergoing insulin therapy for the assessment of B-cell
function and insulin resistance, and especially to anti-insulin antibody-positive patients, a
PEG precipitation could be required of this assay.
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25-OH vitamin D is stable in the clinical setting under many different
collection and storage conditions

M. Burson', J. Puhl, G. S. Bodor®. ‘Denver Office of the Medical Examiner,
Denver, CO, °VA Medical Center, Denver, CO,

Objective: There is contradictory information regarding vitamin D (VitD) stability in
human blood. Our lab used to require collection and transport of samples in dark tubes and
storage below -20C until testing. To eliminate the need for these error prone practices we
evaluated VitD stability at ambient, refrigerated and frozen temperatures, using no additive
(red top, RTT) and gel separator (SST) collection tubes. We also investigated the effect of
hemolysis and exposure to fluorescent light on VitD concentration during storage.
Methods: Our in-house LC-MSMS VitD assay uses a Shimadzu binary HPLC system and
AB 3200 Q-Trap triple-quadrupole mass spectrometer. 25-OH vitamin D2 (OHD?2), 25-
OH vitamin D3 (OHD3), parent vitamins D2 and D3 and their respective hexa-deuterated
internal standards are separated on a C18 column following protein precipitation. MS
analysis is performed using APCI positive ionization. Run time is 9.7 minutes. Assay
measuring range is 5 to 150 ng/mL for each analyte. Total imprecision is 7 % to 11%
throughout the AMR range. We used left over serum, or serum from volunteers for our
study. Fresh serum was kept at ambient temperature, under fluorescent light on the bench
for up to 24 hours to assess short term stability. Aliquots were taken at 3, 6, and 24 hours
and frozen until assayed. Long term stability of VitD was assessed by comparing results of
fresh (T0) samples from RTT to that of the SST serum. Centrifuged samples were left in
the SST tubes at 4C to for up to 19 days to determine potential absorption of VitD by the
gel. Frozen stability was assessed by re-assaying left over samples, kept below -20C for as
long as sufficient amount of serum was available for testing. We added increasing amounts
of hemolyzed RBC to pooled sera to assess interference from hemolysis. Each sample was
assayed twice. Samples from the short term stability and hemolysis interference studies
were analyzed within the same run. Samples from the long term stability study were
extracted and assayed in separate runs, on days when VitD testing was performed.
Results: OHD3 concentrations in samples of the short term study ranged from 5 to 60
ng/mL. All results from TO to T24 hours were within the 2SD range of our method.
No statistical difference between time points and no trend could be detected within 24
hours of storage. No significant difference between OHD3 result of RTT and SST serum
could be detected at TO. All results from later time were within assay imprecision. No
difference between RTT and SST was found for up to 19 days but a slight upward trend in
concentration could be observed. Hemolysis (up to 1.2 g/dl hemoglobin) had no effect on
VitD concentration. Frozen samples were stable for at least six months. We could ascertain
OHD?3 stability only because none of the samples contained OHD2.

Conclusion: OHD?3 is surprisingly stable at ambient, refrigerated and frozen temperatures,
or when exposed to fluorescent light. Storage in RTT or SST does not affect stability.

Alternate Method for Determination of Long Term Frozen Storage
Stability of Biomarkers

C. Hill, P. E. Oefinger, S. McLaughlin. Covance Central Laboratories,
Indianapolis, IN,

Background: A preferred method of determining long term frozen stability of analytes
is to prepare multiple aliquots of six patient samples and test one set of aliquots at 1, 3,
6, 9, and 12 months. Occasionally, an alternate method to assess long term stability is
needed. For esoteric enzyme-linked immunosorbent assays (ELISA), two levels of quality
control (QC) material were prepared in-house by pooling patient samples, aliquotting,
and freezing at -70 degrees C. No preservative or stabilizer was added to the QC material.
Target means and % coefficient of variation (CV) were established for each lot of QC
material using 20 replicate aliquots. The two levels of QC material were then tested with
each run of patient samples for up to one year. Achieved means and achieved %CV were
evaluated against target means and target %CV as well as observation of trend analysis to
determine long term frozen stability for each analyte.

Objective: This study purpose was to evaluate the use of in-house prepared patient sample
based QC material to determine long term frozen stability of analytes.

Method: Thirteen analytes with quantitative ELISA were evaluated with the alternative
method. The 13 quantitative ELISA included Adiponectin, C1CP, IL-1 receptor
antagonist, IL-13, SHBG, D-Dimer, Anti ds DNA, IGF-II, Diphtheria IgG, Amyloid A,
Anti CCP, Cotinine, and MCP-1. In addition, two analytes with qualitative ELISA were
also evaluated with the alternate method. For both the qualitative ELISA for detection
of Cotinine and Giardia Antigen, aliquots of one positive and one negative sample were
prepared for use in parallel testing of new lots of reagents.

Result: Data were analyzed using the BioRad QC on Call software. The acceptable %CV
level was established over time, ranging from 8.6 to 17.3 for various quantitative assays.
The QC frozen stability for each assay was confirmed for a range of 5 to 11 months for the
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13 quantitative ELISA, using the %CV as a target for accuracy. For qualitative ELISA,
the frozen stability has been proven for at least 2 years. The stability studies continue to
be on-going.

Conclusion: The alternate method of using in-house prepared patient sample based QC
material was successful in establishing the storage stability of samples. Unlike the method
of testing aliquots of six patient samples at specified time points, the alternate method
incorporates more data sets that allow for trend analysis, thereby reducing individual run
variation leading to erroneously assigned shortened stabilities. The alternate method also
allows for establishment of stability time points over a continuum, instead of at defined
intervals.

Improved Buprenorphine Immunoassay Performance after
Pretreatment of Urine with Beta-Glucuronidase

M. L. Snyder', S. E. Melanson', J. G. Flood?, P. Jarolim'. ' Brigham and
Women's Hospital, Boston, MA, *Massachusetts General Hospital,
Boston, MA,

Background: Immunoassay screening methods are increasingly being used by clinical
labs to monitor buprenorphine compliance and abuse. However, these assays suffer
from either limited sensitivity due to minimal cross-reactivity with highly excreted
buprenorphine metabolites and/or glucuronide conjugates or limited specificity due to
cross-reactivity with other commonly prescribed analgesics. A urine screening method
with higher combined sensitivity and specificity is preferred. Objective: To evaluate
beta-glucuronidase (BG) enzymatic sample pretreatment to improve performance of
buprenorphine screening assays.

Method: Urine samples sent to our laboratories for buprenorphine testing (39 positive, 138
negative by LC/MS and medical record review) were analyzed using Microgenics CEDIA
(MG), Lin Zhi International, Inc., EIA (LZ), and Immunalysis EIA (IM) semi-quantitative
immunoassays on the Olympus AU480 analyzer (Beckman Coulter, Inc.), using a 5-ng/
mL cutoff. BG pretreatment was performed by incubating urine with BG in acetate buffer
for 1 hr at 60°C.

Results: Urine BG pretreatment significantly improved LZ and IM buprenorphine
sensitivities, while assay specificities and MG sensitivity were unchanged (see figure).
MG was the least specific for buprenorphine, yielding a false positive rate of 43%. The LZ
and IM methods were 100% specific, even with high levels of other potentially interfering
substances, such as opioids or other analgesics. Lowering the IM assay cutoff from 5 to 1
ng/mL would have increased sensitivity to 100%, with no decrease in specificity.
Conclusions: Rapid and simple BG urine pretreatment increases accurate detection of
buprenorphine use with the LZ and IM methods to 95% and 97%, respectively, and should
facilitate accurate BUP testing in clinical laboratories that do not perform confirmatory
testing. Continuing investigations to further shorten the BG pretreatment and to fully
automate this method are underway.

BUP Immunoassay Performance
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Effects of Hemoglobin S Variants on the Measurement of Glycosylated
Hemoglobin Alc by Four Analytical Methods.

W. Tamimi', S. Aljaser!, R. Dafterdar?, N. Aldegaither', M. Alrawaili, A.
Elfatih!, W. Alsaeed', R. Hasanato®. 'King Fahad National Guard Hospital,
King Saud Bin Abdulaziz Univresity for Health Sciences, Riyadh, Saudi
Arabia, *Riyadh Military Hospital, Riyadh, Saudi Arabia, *King Khalid
Hospital, King Saud University, Riyadh, Saudi Arabia,

Objectives: Glycosylated hemoglobin (HbA1¢) is a form of hemoglobin used primarily to
identify the average plasma glucose concentration over prolonged periods of time. HbAlc
is typically measured by either HPLC or immunoassay. However, measurement of HbAlc
test can lead to false outcomes in patients with inherited hemoglobin variants such as
hemoglobin S which is a prevalent variant in the Middle East population. Although it is
expected that the homozygous variant of hemoglobin S may interferes with many HbAlc
methods, the heterozygous form is not well reported among our population. Therefore, the
purpose of this study was to evaluate four HbA I ¢ different methods in patients with sickle
cell anemia (SCA) and sickle cell trait. To the best of knowledge this was the first study to
evaluate HbA 1c among this ethnic population in the Middle East.

Method: Blood samples were collected in EDTA tubes from 38 patients 18 males and
20 females with either SCA 23 (60 %) or SCT 15 (40 %). Samples were splitted and
performed at three different hospitals using 3 different HbAlc methods, Cobas Intergra
(Roche, SZ), Dimension (Siemens, USA) and DCA2000 (Siemens, USA). All methods
were compared to HPLC Variant II (Bio-Rad, USA).

Results: There was an excellent correlation (r=0.987, slope= 1.1, intercept=-0.6) between
Dimension and Cobas Intergra followed by Cobas Intergra and DCA 2000 (r=0.725,
slope= 0.710, intercept= 1.6) and then Dimension and DCA 2000 (r=0.701, slope=
0.596, intercept= 2.1). All three Dimension, Cobas Intergra and DCA 2000 were poorly
correlated with Variant II method (r=0.0103, r=0.085, and r=0.0644) respectively. All four
methods were interfered with hemoglobin S. We found that 9 samples (7 SCA & 2 SCT)
were interfered with Variant method, 3 (1 SCA & 2 SCT) with COBAS INTEGRA, 10 (5
SCA & 5 SCT) with DCA2000, and 10 (7 SCA & 3 SCT) with Dimension.

Conclusion: HbAlc measurement interfered with both forms of Hemoglobin S
homozygous and heterozygous in all studied methods for this ethnic population.
While HbAlc levels were undetected in some method, other methods were perfectly
measured HbA lc. This was due to differences in the design of each method. Therefore,
we recommend that any interfered samples for HbAlc should be measured by another
alternative method.

Extended Stability of Free and Total PSA in Frozen Male Serum

J.E. Loebel', H. A. Fritsche?, R. P. Thiel}, T. F. Soriano'. ‘DOCRO, Inc.,
Seymour; CT, *University of Texas, MD Anderson Cancer Center, Houston,
TX, 3Thiel Statistical Consulting, Oxford, CT,

Objective: To verify long term stability of free and total PSA in male serum frozen at
-70°C and to demonstrate long-term serum storage does not affect PSA studies, initial
PSA results were compared to those using new frozen aliquots from the same subjects
8.5 years later.

Background: Subjects aged 50 - 75 years, referred for prostate cancer workups, including
sextant biopsy, donated blood August 1999 through July 2001 prior to DRE/biopsy. Serum
was separated from cells, kept at 4 - 8 °C until frozen at < -70 °C within 36 hours of
collection for long term storage in 0.5 mL aliquots in cryovials (Fisher Scientific 02-681-
343). Serum remained frozen until just prior to testing.

Methodology: In August 2001, free and total PSA assays were calibrated on the Dade
(Siemens) Dimension RxL. Free and total PSA were measured and f/t PSA ratio%
calculated on a frozen serum specimen aliquot from urologically-referred subjects as
described above. In January 2010, the same Dimension RXL was again calibrated and
used to measure free and total PSA on a freshly defrosted aliquot from 160 of the subjects
previously tested. The time period between the initial and final measurements of free and
total PSA was 8.5 years with many of the specimens having been drawn more than ten
years prior to the latest testing date.

Validation: y = tPSA 2010 and x = tPSA 2001, Y = 0.2127 + 1.0057x R?=0.9945 y =
fPSA 2010 and x = fPSA 2001, y =-0.02673 + 1.0549x R?= 0.9931
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Conclusion: Free and total PSA concentrations in serum are not affected by storage at
<-70 °C for a period of at least 8.5 years. Results using specimens stored in this way are
equivalent to those obtained from freshly drawn serum immediately tested for free and
total PSA.

Assessment of the Effect of Hemolysis on PTH STAT Assay Using Roche
€601 Cobas Analyzer

L. Chen, N. Adams, K. Ryan, J. Drader, B. Meiklejohn, T. Kwong. University
of Rochester, Rochester, NY,

Background and Objective: A negative interference by slight hemolysis on the 9-minute
Roche PTH STAT assay has been reported recently, which may affect the clinical
interpretation when used for interoperative PTH measurement during parathyroidectomy.
‘We performed the hemolysis analysis using spiked pooled serum and compared our results
with the documented hemolysis analysis provided by the manufacturer to determine the
cutoffs for sample rejection.
Methodology: To test if a PTH concentration-dependent effect on interference by
hemolysis using the Roche PTH STAT assay exists, pooled serum with PTH levels at 15,
20, 40, 63, 107 and 198 pg/ml were spiked with hemolysate to produce serial hemolyzed
specimens with hemolysis indexes of 95, 186, 837 and 1678 (corresponding to 0.168,
0.336, 1.68 and 3.36 g/dL Hb respectively); each specimen was measured five times
serially with Elecsys PTH STAT assay on e601.
Results and the Conclusion: The results of twenty two immunoassays in our test menu
are relatively unaffected by hemolysis, which agreed with manufacturer’s specifications.
However, Roche PTH STAT assay was negatively affected by hemolysis and the
interference caused 16% and 26% reduction for the specimen with hemolysis index 95
and 186 (moderate hemolysis), respectively when PTH level was at 22 pg/ml. In a further
investigation using spiked serum with various PTH levels and hemolysis index (95, 189,
837 and 1678), we found that when serum PTH levels were 40, 63, 107 and 200 pg/ml the
differences were all within 10% range of the non-hemolyzed samples across the moderate
and grossly hemolyzed specimens, as shown in Table 1. We concluded that negative
interference by hemolysis on Elecsys PTH STAT assay only exists when PTH values are
at low normal range (<40 pg/ml), which has minimal impact on result interpretations with
our current sample rejection criteria set at hemolysis index >200.
Percentage Bias Caused by Hemolysis on Roche PTH STAT Assay Vary with Serum
PTH Levels

Hemolysis Index
PTH Levels 95 186 837 1678
16 pg/ml -7.50% -26.17% -41.13% -43.82%
22 pg/ml -16.15% -26.83% - -
40 pg/ml 6.64% 8.98% 8.98% 8.98%
63 pg/ml -3.95% -2.41% -7.27% -3.55%
107 pg/ml 10.09% 3.87% 0.07% -0.75%
199 pg/ml 8.98% 6.43% 6.23% 3.06%
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Measurement of HbA . in eluted blood spot samples by a novel ELISA -
a method for assessing the diabetic status of patients in resource limited
settings

S. Packer!, F. Ghafoor?, S. Naz?, R. Edwards?, P. Timms®, S. Ajodha.
IScipac Ltd, Sittingbourne, United Kingdom, °NHRC, Shaikh Zayed Medical
Complex, Lahore, Pakistan, *Netria Ltd, Sittingbourne, United Kingdom,
*Homerton Hospital, London, United Kingdom,

With the increase in standards of living in the developing countries the incidence of
diabetes is increasing dramatically. Monitoring HbA1c is well recognized as an important
way of monitoring long term glycemic control for diabetic patients. A sensitive ELISA for
HbA . has been developed using monoclonal antibody detection for use with filter paper
blood spot samples. In developing countries the logistics systems for transportation of
specimens are not well developed, equipment for testing is located only in major industrial
centers and there is a shortage of trained phlebotomists. Blood spot samples were chosen
for ease of collection and distribution from widespread rural populations. Samples can
be collected in the field and sent by post to central laboratories for elution and testing.
The high sensitivity ELISA was developed with optimal binding of hemoglobin (glycated
and non-glycated). This was achieved by coating microtitre plate wells with purified
haptoglobin and using a specific monoclonal antibody to the glycated region of the HbAlc
molecule conjugated to HRP to produce a signal. The assay was calibrated using stabilized
HbA 1c solutions and the assay was validated using external control materials. Samples of
whole blood were collected in EDTA tubes and spotted on specially prepared filter paper
and allowed to dry. After several days samples of blood spots were eluted with a stabilizing
buffer solution, samples were then lysed and tested in the ELISA. The ELISA result was
compared with results from whole blood samples measured by HPLC (Bio-Rad Variant
1I). Results from 54 patients within a normal laboratory population of diabetic patient
requests were assessed using the two methods. The results for the blood spots produced a
highly significant correlation with HPLC results (R? = 0.946).

Blood Spot HbA1c (by ELISA)
Vs

Whole Blood HbA1c (by HPLC)

y=1.089x - 0.573
R*=10.946

Blood Spot HbA1¢% by ELISA

o] 2 4 6 8 10 12 14 16
Whole Blood HbA1c% by HPLC

Effect of repeated centrifugation of PST tubes on common chemistry
analytes
A. L. Pyle, S. Dawling, A. Woodworth. Vanderbilt University, Nashville, TN,

Introduction: Since studies have shown that several analytes are not stable in un-
separated whole blood, many out-reach sites centrifuge samples to separate plasma from
cell components prior to sending to the reference laboratory. Use of gel-separator tubes
enables fast and reliable sample separation, but once in the laboratory the primary tubes
may be re-spun by automated processing systems to expedite sample flow.

Objectives: To test the stability of common analytes in Lithium-Heparin plasma separator
tubes (PST) after prolonged storage refrigerated and at room temperature and after
recentrifugation.

Methods: Blood was drawn in BD Vacutainer PSTs and subjected to multiple storage
and treatment conditions. Four tubes were collected from each of 16 healthy volunteers
and divided into 4 groups of 4 subjects each as follows: (1) Spun prior to storage at
room temperature (RT), or (2) at 4°C; and (3) un-spun and stored at RT, or (4) 4°C,
with centrifugation after the storage period. All groups were stored in their respective
conditions for 0, 4, 8, and 24hrs. 22 common chemistry and immunochemistry assays
were performed on Beckman Coulter UniCel DxC 800 and DxI 600 analyzers (first
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round analysis). Once analysis was completed, all tubes from the spun storage group were
immediately re-centrifuged and re-analyzed (second-round analysis). Statistical change
limit (SCL) was calculated for each analyte.

Results: At first round analysis of spun samples stored at RT (Group 1), most of the
analytes remained within the SCL except glucose and total bilirubin (TBili) which fell
below the SCL at 24h, and all time points, respectively. Aspartate aminotransferase (AST)
was elevated above the SCL at 24 hr RT storage. TBili and AST both dropped below the
SCL at all time points in samples spun and stored at 4°C (Group 2). Most samples stored
un-spun for 4, 8, and 24 hr were stable at RT (Group 3), with some exceptions: glucose
decreased at 4, 8, and 24 hr, TBili decreased at 24 hr, and AST decreased at 8 hr and
increased at 24 hr. Consistent with published reports, a significant increase in potassium
(K) was observed at all time points in samples stored un-spun at 4°C (Group 4). Both
glucose and TBili were decreased at 24hr.

In second round analysis, several analytes changed significantly. Glucose concentrations
dropped further in samples stored for 4, 8, and 24 hrs (Group 3). TBili rose back to
within SCL with repeated centrifugation. Ferritin and AST rose above the SCL at 24hr,
and all time points, respectively. Samples stored spun at 4°C and then subjected to repeat
centrifugation showed elevated K and TBili after 24 hr storage, a drop in glucose after 8
and 24 hr, and a significant decrease in TBili and AST after 4 and 8 hr storage (Group 4).
Conclusions: This study demonstrates the unique finding that various analyte
concentrations change significantly following repeat centrifugation in PSTs. Most notable
were K, glucose, TBili, and AST, which all exceeded their SCL. These results should be
considered when processing PST tubes from out-reach sites.

Evaluation of different tube types and reducing interferences for the
measurement of 25-hydroxy vitamin D2 and D3 by tandem mass
spectrometry

A. Munar, C. C. Frazee, A. M. Ferguson, U. Garg. Children s Mercy Hospital,
Kansas City, MO,

Background: Vitamin D plays a vital role in health and disease including bone metabolism,
immune system, cardiovascular diseases, diabetes and cancer. Vitamin D metabolites, 25-
OH vitamin D2 and D3 are used as markers of vitamin D nutritional deficiency. One
of the commonly used methods for the measurement of 25-OH-vitamin D2 and D3 is
tandem mass spectrometry (MS-MS). Although MS-MS is generally considered specific
and free from interferences, they do occur. While evaluating MS-MS method for the assay
of 25-OH vitamin D2 and D3, we found interfering peaks with a commonly used multiple
reaction monitoring (MRM) ion pair of m/z 401.2/ 383.2. A recent article (Clinical
Laboratory News December 2009) reported a positive interference at m/z 383 for 25-OH-
D3 with a certain brand of polypropylene containers. We investigated if other tube types
also show interference with m/z 401.2 to 383.2 MRM. We also investigated other MRMs
to see if this interference could be eliminated.

Methods: Blood from 18 volunteers was collected in serum clot activator, no gel, red
top tubes (Vacuette, Greiner bio-one, Inc), and EDTA purple, sodium heparin and lithium
heparin tubes (BD Vacutainer, Inc). To 200 puL serum or plasma, 200 pL of acetonitrile
containing 100 ng/mL estriol and 50 ng/mL deuterated internal standard 25-OH-
vitamin-D3 (26, 26, 26, 27, 27, 27-d6) was added. The samples were vortexed and left
at room temperature for 10 minutes. After centrifuging at 10,000 g for 10 minutes, the
supernatants were transferred to autosampler vials. The analysis involved injection of 30 L
supernatants, 5 cm x 46 mm 5 um C18 column, Shimadzu UFLC and Applied Biosystems
4000 QTrap tandem mass spectrometer. MS-MS was used with an atmospheric pressure
chemical ionization (APCI) and multiple reactions monitoring (MRM) mode. Calibrators
were prepared in 7% BSA in phosphate buffered saline and ranged from 4.6 to 74 ng/mL
for 25-OH-vitamin D3 and 3.9 to 62 ng/mL for 25-OH-vitamin D2. MRM transitions
were: 25-OH vitamin D2 (395.5/377.5 and 395.5/269.5), 25-OH vitamin D3 (401.2/383.2,
383.4/257.3 and 383.4/365.5) and 25-OH vitamin D3-d6 (389.3/211.5).

Results and Conclusion: When 25-OH-vitamin D3 was measured using 401.2/383.2
MRM, serum clot activator tubes showed interfering peaks. The interfering peaks were
also seen when calibrators prepared in 7% BSA/PBS were added to these tubes. The
interference peaks were not observed with the other tubes. Other MRMs for 25-OH-
vitamin D3 were optimized, and by using 383.4/257.3 MRM, the interference peaks could
be eliminated. With this MRM transition, the average 25-OH-vitamin D3 concentrations
in different tube types, serum clot activator- no gel, EDTA, sodium heparin and lithium
heparin tubes were 32, 33, 32, 31 ng/mL. None of the MRMs listed above for 25-OH-
vitamin D2 were affected by serum clot activator. In conclusion a commonly used 401.2 to
383.2 MRM shows interference in certain tube types. This interference can be eliminated
by using 383.4 to 257.3 MRM. Using this method, several other tube types are also
suitable for blood collection for the measurement of 25-OH vitamin D2 and D3.
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Robust features of an assay for measurement of serum vitamin C using
high performance liquid chromatography with electrochemical detection
(HPLC-ED)

H. Chen', M. Xu?, R. L. Schleicher'. /Centers for Disease Control &
Prevention, Atlanta, GA, *Battelle, Atlanta, GA,

Background: CDC routinely quantitates serum vitamin C (ascorbic acid) using HPLC-
ED. In the field, one part serum is mixed with four parts 6% MPA to acidify the serum
and stabilize ascorbic acid, then the specimens are frozen and stored at -70°C. To begin
the analysis, specimens are thawed and centrifuged to remove particulate; supernatants
are decanted and gently hand-mixed with trisodium phosphate and dithiothreitol to
reduce dehydroascorbate. An internal standard (1-methyl uric acid) is included to monitor
recovery. Samples are re-acidified with 40% MPA, filtered and promptly injected onto a
C-18 column eluted with an acidic mobile phase. Analytical reagents are prepared using
18 megohm water. ED voltage is maintained at +650 mV and current is measured.
Objective: As vitamin C is readily oxidized, assay robustness (small variations in
method parameters) is an ongoing concern. Steps in the analysis process in which small
changes might lead to additional oxidation were investigated including, more vigorous
mixing, delayed chromatographic separation (samples held at 4°C), or lower water
quality. Independent experiments were performed for each variable using either QC pools
(duplicates per pool) or patient samples. Significance was tested using paired t-tests.
Results:

Serum Mixing Delayed HPLC (Hr) Deionized water (MOhm)
Vitamin C

MeanSD  |hand vortex 0 24 48 18 5

mg/dL

Low QC 0224002 0.22+0.02 0.24+0.02 0.24+0.01 ]0.25+0.02
Med QC 1.06£0.06 11.09£0.05 [1.12£0.04 11.12£0.04 [1.06:0.04
High QC 2.14£0.09 [2.16£0.04 2.19+0.08 [2.19+0.09 [2.14+0.03
[Patients (n=31;

| run)
Patients

(n=143; 6 1.16+0.63  [1.16+0.64
runs)

Patents (n=8; 2614066 2.69+0.68
3 runs)
Reference conditions: hand, 0 or 18; all p>0.05

Conclusions: None of the changes in protocol significantly affected the results. The
HPLC-ED method that we use in our lab is robust under the non-standard conditions
described.

Are specimen collections for vancomycin trough concentrations

1.05£0.48  ||1.12£0.58

appropriately timed?
A. P. Morrison, M. J. Tanasijevic, M. G. Carty, P. Szumita, S. E. Melanson.
Brigham and Womens Hospital, Boston, MA,

Background: Therapeutic drug monitoring of vancomycin is common in clinical
practice. For clinical scenarios which require monitoring, serum trough concentrations are
recommended as a surrogate marker of pharmacodynamic target attainment, a predictor of
vancomycin efficacy. Peak levels to monitor toxicity are not recommended. Trough levels
must be drawn at the correct time to have clinical value. Interpreting a vancomycin level,
that is not a true trough, as a true trough may lead to improper dosing and treatment failure.
The extent to which levels are drawn at incorrect times is unknown.

Objective: To determine the frequency with which phlebotomy and nursing collections
for vancomycin trough levels are inappropriately timed and to identify targets for
improvement in the ordering and collection process.

Methods: We analyzed one month of vancomycin levels measured at our hospital (n=827,
April 2009). Both nursing and phlebotomy collections were examined. We excluded 244
levels (30%) with uncertain collection or vancomycin administration times. We defined
a level as appropriately timed if it met any of three appropriateness criteria: 1) collected
within 2 hours of next given vancomycin dose, 2) collected within 2 hours of next
scheduled dose if next dose not given, 3) collected at the correct interval after the last
given dose. We first determined the percentage of all included levels (n=583) that met the
first criteria, then reviewed a sample of the remaining levels using the additional criteria.
We excluded all tests found upon chart review to be drawn in the following clinical
scenarios: rapidly changing renal function, checking after a high level, checking shortly
after admission, and checking before discharge- as these represented non-trough draws.
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We then estimated the percentage appropriately timed versus inappropriately timed.
Results: 25% of levels (146/583) were collected within two hours of the next dose.
From review of a sample (n=150) of the remaining levels, we estimate an additional
14% were appropriate by further criteria, 43% met exclusion criteria, and 19% of levels
were inappropriately timed. After removing the exclusions, an estimated 68% of troughs
were correctly timed and 32% were incorrectly timed. A similar percentage of correctly
and incorrectly timed levels (72% vs. 68%) had instructions within the order to collect
the specimen as a trough. As opposed to correctly timed levels, incorrectly timed levels
were more often collected during hours when routine morning labs were drawn at our
hospital (54% for incorrectly timed vs. 23% for correctly timed). Phlebotomy-collected
and nursing-collected levels were analyzed separately but did not differ significantly.
Conclusion: An estimated one third of vancomycin levels intended to be drawn as
troughs at our hospital are drawn at incorrect times and thus may be potentially clinically
misleading. We plan to implement targeted solutions to reduce the number of incorrectly
timed draws through direct education of nurses and ordering clinicians, decision support
at the time of order entry, and electronic solutions to both enhance multidisciplinary
communication and allow collections to be coordinated with electronic medication
administration data.

Effects of Hemolysis on High-Sensitivity Troponin T Values During
Serial Sampling

L. J. Ouverson, S. C. Bryant, B. S. Karon, A. S. Jaffe, A. K. Saenger. Mayo
Clinic, Rochester; MN,

Background: Cardiac troponin is the biomarker of choice for diagnosis of acute
myocardial infarction when a changing pattern of values is present. Our current cardiac
biomarker panel measures troponin T (¢TnT) upon suspicion of AMI (baseline, 0 h)
and subsequently at 3 and 6 hours. An elevated cTnT value (i.e above the 99"% of the
reference range) is defined as > 0.01 ng/mL. We further report a “delta”, calculated from
the difference in ¢TnT at the 0-3 and 0-6 hour time points based on analytic precision.
Significant deltas are defined based on the initial cTnT concentration. Hemolysis is a
commonly encountered interference which causes falsely low c¢TnT results. Combined
with analytic imprecision, there is the potential for these conjoint effects to confound
our change criteria. Accordingly, we evaluated the effect of hemolysis on the current 4th
generation ¢TnT assay and the new high-sensitivity cTnT (hscTnT) assay and modeled
results to determine what level of hemolysis will clinically impact interpretation of serial
troponin results.

Methods: Erythrocytes were lysed and preparation of hemolysates yielded hemoglobin
concentrations ranging from 0.5 to 8.0 g/dL (corresponding to an H-index of 50 to 800).
Manufacturer recommendations suggest utilizing an H-index cutoff of 100. Eight serum
and two lithium heparin plasma pools with varying troponin concentrations were spiked
with hemolysate solutions, resulting in 110 unique samples with varying cTnT and H-index
measurements. cTnT (4th generation and hscTnT) and H-indices were measured on the
Roche Modular E170 or Cobas €601 (Roche Diagnostics, Indianapolis, IN). Generalized
estimating equations were used to assess the relationship between H-Index and the amount
of negative interference, while adjusting for dilution effects. Subsequent general linear
models (GLM) were used to assess the equivalence of pools within each cTnT assay. All
analyses were performed in SAS 9.1.3.

Results: A proportional negative relationship between the initial cTnT concentration
and H-index was observed with both the 4th generation ¢TnT and hscTnT assays. The
slope (% bias vs H-Index) of individual pools spiked with hemolysate was significantly
different from one another and different between the standard and hscTnT assays (p <
0.004 for ¢TnT; p < 0.01 for hscTnT). There was a -5.1% bias per 100 units of H-Index
with the ¢TnT assay, and a -4.4% bias per 100 units of H-Index with the hscTnT assay
(both p <0.002). The effect of hemolysis was similar regardless of sample type. Interassay
precision of serum pools was 10.5% at 0.01 ng/mL and 13.4% at 0.0069 pg/mL for TnT
and hsTnT, respectively.

Conclusions: Even mild-moderate hemolysis produces a small negative bias (<5%) in
¢TnT and hscTnT results. This effect could be of significance for patients whose values
are near the cut off value of the 99"%. The combination of hemolysis and analytical
imprecision has the potential to even further skew the clinical interpretation of serial
troponin results. These data suggest that conservative cutoffs for hemolysis should be used
for all cTnT assays but especially the hscTnT assay to minimize the likelihood of false
negative results.
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Preanalytical Variables Affecting the Detection of microRNA in Serum
and Plasma Specimens

J. S. Hackbarth, D. Milosevic, S. K. Grebe, A. Algeciras-Schimnich. Mayo
Clinic, Rochester, MN,

Background: MicroRNAs (miRNAs) are short, non-coding RNA sequences that
regulate gene expression by inducing mRNA degradation or inhibiting translation. The
recent isolation of miRNAs from plasma and serum samples and the detection of unique
miRNA fingerprints in blood samples of patients with cancer and other disease states
has generated great interest in the use of circulating miRNAs as blood-based markers in
clinical diagnosis. However, in order for these markers to be successfully implemented
in the clinical laboratories a number of parameters need to be thoroughly characterized
including pre-analytical factors of sample collection, extraction of small amounts of
miRNA from serum and plasma and data normalization. The purpose of this study was
to perform a detailed evaluation of the pre-analytical factors that affect miRNA analysis,
including comparing serum versus plasma specimens and determining the inherent assay
variability, inter-individual variation, and miRNA stability.

Method: Three miRNAs (miR-15b, miR-16 and miR-24) were extracted from serum and
plasma samples obtained from healthy volunteers using the mirVana PARIS isolation kit
(Ambion) and amplified using Tagman-based qRT-PCR (Applied Biosystems). miRNA
quantitation is represented by the cycle threshold (Cq). Synthesized C. elegans miRNAs
were spiked into samples before extraction to serve as internal controls. A nested design
experiment was used to determine the amount of variability introduced during the
extraction, RT, and qPCR steps. Stability of miRNAs in serum was tested at ambient
temperature, 4°C, and -20°C. Statistical analysis was performed using JMP statistical
software (SAS)

Results: miRNA concentrations were significantly higher in plasma samples compared
to serum. Additional processing of the plasma to remove possible cellular contaminants
significantly decreased the amount of miRNA to the concentrations detected in serum.
Analysis of the contribution of each step to the overall noise using a nested experiment
approach showed a mean Cq variance of 0.27 (0.20-0.41), which correspond to less than
a 2 fold variation in sample recovery. Breakdown of the source of variation showed most
of the variability was due to the miRNA extraction process and inter-individual variability.
Analysis of miRNA stability showed that miRNA are stable for 24 hours at ambient
temperature, and 3 days refrigerated or frozen.

Conclusion: Detailed validation of the pre-analytical steps affecting miRNA detection and
quantitation is critical when considering the use of these markers in the clinical laboratory.
All study parameters should be standardized when establishing the clinical significance of
miRNAS to avoid introducing additional variability from factors including the extraction
method or cellular contamination of serum or plasma samples. Finally, ideal miRNA
candidates for identifying a disease state should display a difference between the control
and disease group that greatly exceeds the range of variability inherent in the assay. This
variability should be established for each miRNA marker used in the clinical setting.
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Specialty Hemostasis Test Compatibility with Capped Tubes
K. Finnegan', G. Cutsforth?. 'SUNY Stony Brook, Stony Brook, NY,
’Diagnostica Stago, Inc., Parsippany, NJ,

Several manufacturers have introduced cap-piercing technology on their automated blood
coagulation analyzers. The study was initiated to determine the substantial equivalence of
hemostasis testing (AT and vWf) on capped versus uncapped evacuated blood collection
tubes from two manufacturers. The use of cap-piercing technology reduces technologist
exposure to blood borne pathogens. However, cap-piercing technology must be validated
to ensure that a bias or additional variability is not introduced. Seventy one volunteers
donated two hemostasis collection tubes (one each of two manufacturers) and the AT
and vWT{ assays performed first on the capped tube, then on the same tube, uncapped.
Demographic data (age and sex) and coumadin/coumarin/warfarin therapy were collected.
Samples were drawn by routine venipuncture and processed for platelet poor plasma within
4 hours of collection adhering to CLSI H21- A5 Collection, Transport, and Processing
of Blood Specimens for Testing Plasma-Coagulation Assays and Molecular Hemostasis
Assays; Approved Guideline. The AT and vWf were performed on a Stago STA™-
Compact® with STA® System Controls N&P, STA® Liatest Controls N&P, STA® Liatest
VWF (Immuno-turbidimetric) and STA® Stachrom ATII (Functional-Chromogenic)
reagents. Assays were performed in singlicate and the values were compared between
capped and uncapped by linear regression. Linear regression analysis demonstrated a
correlation between capped and uncapped values (R? > 0.80) for both assays. Student’s
t-test analysis was not performed on the data sets because the differences in values is
dependent on the level of the value.

Factors Affecting Test Results

Linear Regression Linear Regression Linear Regression

Slope Intercept R /R2
AT 0.867 21.0 0.918/0.843
VWF  0.907 19.4 0.936/0.876

Given the inherent biological variation of AT and vVWF, our conclusion is that there is no
significant difference between AT and vWF analysis on the capped or uncapped blood
collection tubes tested in this study.

Comparison of ViveST™, a Novel Dried Plasma Transportation Matrix,
to Frozen Plasma Using a Quantitative HIV-1 Viral Load Assay

R. M. Lloyd', C. Loveday?, R. S. Diaz’, K. Presley', R. L. Mathis!, R.
Kantor*, Z. Grossman®, M. Holodniy®. 'Research Think Tank, Inc., Buford,
GA, ’ICVC Charitable Trust HQ, Buckinghamshire, United Kingdom,
SFederal University of Sdo Paulo, Sdo Paulo, Brazil, *Brown University
Medical School, Providence, RI, >Sheba Medical Center, Ramat Gan, Israel,
°VA Palo Alto Healthcare System, Palo Alto, CA,

Background: There are currently many methods for the transportation of human biological
specimens: 1) frozen plasma or frozen serum on dry ice; 2) dry blood spots (DBS) or 3)
whole blood, serum, or plasma at ambient or refrigerated temperatures. The ViveST™
device is a high volume (1 mL) dried specimen transport and storage system that does
not require refrigeration. The biological specimen is loaded onto the absorbent matrix and
dried. Specimens improperly dried during the drying process will arrive at the testing site,
laboratory, or storage facility with a visible color change in the Color Indicating Capsule
used for laboratory quality assurance. The dried plasma specimen is reconstituted with
the supplied buffer and released from the absorbent matrix using a supplied disposable
recovery apparatus. The recovered specimen is then suitable for testing.

Objective: This study presents an evaluation of k2EDTA frozen plasma compared to
ViveST using HIV viral load (VL). The study also compares the utility of the method in
relation to long-term shipping or storage at three temperature ranges.

Materials and Methods: Five 1 mL replicates were created from pooling remnant patient
specimen representing approximately 350,000 copies/mL and 3,500 copies/mL replicate
panel members and VL control reference standards. One mL of the experimental pooled
plasma was directly applied to 5 separate ViveST devices to determine short-term stability
at: room temperature for 22°C, 37°C, and -80°C. Each experimental temperature had the
following end points at Day 2, 7, 14, 21, 28, and 56. ViveST units were then placed in an
externally venting biological safety cabinet running overnight with a relative humidity
range of 32-35%. HIV-1 VL was determined using the Roche COBAS Amplicor HIV-1
Monitor standard assay.

Results: Overall intra-assay mean variance among 5 dried replicates across all time points
and temperatures was < 0.20 log10 copies/mL (P = NS). Compared to baseline frozen
plasma, there was a mean reduction in viral load of 0.38-0.45 and 0.23-0.53 log10 copies/
mL at the high and low copy samples respectively at day 2 depending on the temperature
of storage (all comparisons, P < 0.05). However, when day 2 ST was compared to day 56
ST, there was no significant difference in HIV log copy number out to 56 days of storage
at 23°C or -80°C, and out to 28 days at 37°C, but there was a further significant decline in
VL in samples held at 37°C for 56 days (P <.002).

Conclusions: Viral load results from dried samples using ViveST were highly reproducible.
Although quantitation of HIV-1 VL using dried plasma always yielded slightly lower
values compared to frozen plasma, results were generally within the accepted assay
variation for replicate samples and demonstrated marked stability in conditions that
simulate weather conditions. The data on stability and reproducibility suggest that ViveST
has promise for use in the research and diagnostic laboratories.

Solution Densities and Estimated Total Protein Concentrations
Associated with Inappropriate Floatation of Separator Gel in Different
Types of Blood Collection Tubes

R. C. Faught, R. Calloway, R. Norquist, J. Marshall, J. Bornhorst. University
of Arkansas for Medical Sciences, Little Rock, AR,

Background: Inappropriate flotation of separator gel to the top of clinical laboratory specimens
following centrifugation has the potential to be highly disruptive to laboratory instruments upon
probe aspiration. This problem is especially apparent in automated processing systems where it
can lead to analytical errors. Unusually high density of the aqueous portion in clinical samples
containing high total protein content has been associated with this phenomenon. While gel
floatation has been previously reported in Plasma BD Vacutainer® PST™ (Becton, Dickinson
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and Company, Franklin Lakes, NJ) sample tubes, we observed a clinical sample where
inappropriate gel formation occurred in Greiner Bio-One Vacuette® serum tubes (Greiner Bio-
One, Frickenhausen Germany), but not in BD Serum Vacutainer® SST™ tubes. The tubes
(13 x 100mm) were centrifuged at 3000 rpm (1912 rcf) for 6min, and repeated centrifugation
yielded no change in gel placement. This led us to initiate a comparative study of gel floatation
in different specimen container types.

Methods: Different 13x100mm BD and Greiner specimen tubes with two different lot
numbers of each type were purchased. The specimen tube types examined were BD Serum
Vacutainer® SST™, BD Li-heparin Plasma Vacutainer® PST™, Greiner Serum Separator
Vacuette® and Greiner Li-Heparin plasma separator Vacuette® tubes. Different dextran
solutions (500 mL) were generated by dissolving high fraction dextran (Acros Organics, New
Jersey, USA) in normal saline solution. The density of the dextran solutions were measured
by means of Fisherbrand (Fisher Scientific, Pittsburg, PA) floating traceable NIST certified
hydrometer (specific gravity 1.000-1.070). The dextran solutions (4.5mL) were added to the
different specimen tubes and were then centrifuged as described above. The tubes were then
visually inspected for separator gel rising to the top of the dextran solution.

Results: The dextran solution specific gravity at which inappropriate gel flotation was
observed is described as follows (highest density for which no flotation was observed:
lowest density for which gel flotation was observed). While some differences between
tube lots were observed, only data for the lots for which the lowest density caused gel
floatation is presented here. For serum tubes the results were (1.054: 1.057) for BD and
(1.044:1.047) for Greiner. For Li-heparin plasma tubes the results were (1.054:1.057) for
BD and (1.047:1.048) for Greiner. Using an equation obtained from Moore and Van Slyke
(Journal of Clinical Investigation,(1925)), total plasma protein content can be calculated
from the sample specific gravity (SG), where total protein(g/dL)=343(SG-1.007). The
calculated corresponding estimated total protein content (g/dL) from the lowest measured
dextrose solution SG in which gel floatation was observed was 13.72 g/dL (serum tube)
and 14.06 g/dL (plasma tube) in Greiner tubes as compared to 17.15 g/dL (serum and
plasma) in BD tubes. The total protein content of the original clinical sample described
above was 14.4 g/dL, and the observed flotation pattern is predicted by the data obtained
from the dextran SG experiments.

Conclusion: Differences were observed in the solution density between gel specimen
types and manufacturer lots. Laboratories wishing to avoid problems with inappropriate
gel floatation should consider these observations.

Cross-reactivity of Sertraline, Buprenorphine, Buspirone, and
Bupropion with the Vitros Drugs of Abuse Assays

D. D. Baker!, R. E. Winecker?, C. A. Hammett-Stabler'. ! University of North
Carolina, Chapel Hill, NC, *Office of the Chief Medical Examiner, UNC,
Chapel Hill, NC,

Background: Widely used to provide rapid turnaround times in clinical settings, the
immunoassays designed to detect the presence of drugs belonging to large classes, such as
the amphetamines, benzodiazepines, and opiates, are subject to cross-reactivity with other,
often unrelated drugs. In response to an increased number of urine drug screens for these
classes that did not confirm using GC/MS, we investigated the potential cross-reactivity
of several medications found to be common to many of these samples. The compounds
tested included sertraline, buprenorphine, buspirone, bupropion, and two metabolites
(desmethylsertraline and hydroxybupropion). Of these, sertraline was reported by the
manufacturer (Ortho Clinical Diagnostics, Inc.) to cross-react with the methadone assay
(0.05% at 300,000 ng/mL) and the opiate assay (at 10 mg/dL), and bupropion with the
amphetamine assay (0.05% at >100,000 ng/mL).

Method: Individual samples were prepared by adding increasing concentrations of each
compound to drug free urine. Each sample was tested for amphetamines (cut-off = 500
ng/mL), barbiturates (200 ng/mL), benzodiazepines (200 ng/mL), cocaine metabolite
(150 ng/mL), methadone (300 ng/mL), opiates (300 ng/mL) and THC (20 ng/mL) (Vitros
5600 Ortho Clinical Diagnostics) and propoxyphene (300 ng/mL Siemens Healthcare
Diagnostics EMIT 1II reagent modified for the Vitros 5600). The response obtained for
each compound was compared to the response of a drug free sample for each assay.
Results: Sertraline cross-reacted with the propoxyphene, benzodiazepine, methadone,
and opiate assays when the sertraline concentration exceeded 50 ng/mL, 100 ng/mL, 500
ng/mL, and 500 ng/mL, respectively. The desmethylsertraline metabolite cross-reacted
with the benzodiazepine and propoxyphene assays at concentrations exceeding 100 ng/
mL, and the amphetamine and methadone assays at concentrations exceeding 500 ng/
mL. Bupropion was found to cross-react with the amphetamine assay at a concentrations
exceeding 16,000 ng/mL while the metabolite cross-reacted when concentrations exceeded
8000 ng/mL. No cross-reactivity was observed between buprenorphone or buspirone
and any of the assays. Conclusions: We report potential cross-reactivities which may be
important in the interpretation of immunoassay screening methods for drugs of abuse.

Tuesday, July 27, 10:00 am — 12:30 pm

Evaluation of ViveST™ vs Frozen Plasma for HIV-1 Viral Load Testing
in Brazil

M. Zanoni!, R. S. Diaz!, M. C. Sucupira!, R. Cortes!, C. Loveday?, M.
Holodniy?, R. M. Lloyd*. ' Federal University of Sdo Paulo, Sdo Paulo,
Brazil, ’ICVC Charitable Trust HQ, Buckinghamshire, United Kingdom,
VA Palo Alto Healthcare System, Palo Alto, CA, *Research Think Tank, Inc.,
Buford, GA,

Background: ViveST™ (ST) is an inexpensive transportation system for HIV-1 virologic
assays of dried plasma. Herein we describe the precision, and reproducibility of using
ViveST as a transportation method for shipping specimens and subsequent HIV-1 viral
load (VL) testing.

Method: Ten-fold dilutions from clinical plasma samples with HIV VL > 5 log, /mL were
created to generate samples with values of 4 log, , 3 log,; and 2 log,  copies/mL. Thirty
singlicate samples at each dilution from ST were compared to frozen (F) (180 samples).
Ten samples in triplicate were compared F to ST (60 samples). Finally, 299 samples with
HIV VL <50 copies/mL (99); 1.7 log, to 3.99 log,, (100); and 4 log , to 5.99 log ; (100)
were applied to ST, dried via driDOC for 12 hours, stored at room temperature for up to
4 days, and reconstituted using 1.175mL of buffer and compared to F using the Siemens
VERSANT® HIV-1 RNA 3.0 Assay (bDNA). Significance was analyzed using Student
t-test and Pearson correlation.

Results: F vs. ST dried plasma intra-assay mean variance among 3 dried replicates was
< 0.15 log,, copies/mL (P = NS). Compared to F plasma, there was a mean reduction
in viral load of 0.3, 0.27, and 0.35 log,, copies/mL at the 4, 3, 2 log,; copy/mL samples
respectively (all comparisons, P < 0.01). 12/99 undetectable F VL were positive with ST,
whereas 5/100 F detectable VL were undetectable with ST (mean VL 2.1, 2.3 log, /mL
respectively). Overall correlation between F and ST was r =0.97.

Conclusion: Viral load results using ViveST were highly reproducible. Quantitation of
HIV-1 viral load assays using dried plasma yielded minimally lower values compared
to frozen plasma, and were within accepted assay variation for replicate samples. Our
comparative data suggests that ViveST has promise for use in HIV clinical practice.

A Simple Solid Matrix Transport Device (ViveST) for Economic
Collection, Storage, and Transport of Patient Plasma Between
Laboratories for HIV-1 Resistance Testing

C. Loveday', R. M. Lloyd?, E. MaCrae', Z. Grossman®, R. Mathis?, D. Burns?,
R. Diaz*, M. Holodniy’. /ICVC Charitable Trust HQ, Buckinghamshire,
United Kingdom, *Research Think Tank, Inc., Buford, GA, *Sheba Medical
Center, Tel-Hashomer, Israel, *Federal University of Sdo Paulo, Sao Paulo,
Brazil, °VA Palo Alto Healthcare System, Palo Alto, CA,

Background: Worldwide, HIV-1 molecular and clinical laboratory testing requires
transport of frozen plasma samples with which has become prohibitively expensive.
ViveST (VST) is a biomatrix for transport of dried plasma at room temperature that can be
used to move patients’ samples from resource-limited to resource rich-settings for HIV-1,
HBYV and HCV genotypic analysis to support real-time clinical care.

Objective: This study evaluated the utility of VST versus frozen plasma (‘gold standard”)
for accurate determination of HIV-1 genotypic resistance in paired clinical samples sent
from UK to USA.

Methods: Paired, consecutive 1ml clinical samples of frozen plasma from our HIV/AIDS
cohort (VL >1000c/ml) were compared with VST preparations. The VST was loaded with
Iml of plasma, air-dried overnight in a hood, sealed and stored. Each 1 ml of plasma was
frozen at -70C until dispatch. The paired samples were analysed for genotypic resistance
using the TRUGENE HIV-1 Genotyping Kit and HIV-1 GeneTanker PR/RT Select Assay.
Analyses were performed to compare overall nucleotide sequence similarity and codon
(including resistance associated amino acid mutations (IASUSA 2008). In 2 sample pairs
(VL 1,000¢/ml) sequencing was repeated on multiple occasions to assess base agreement
rates. Results: 137 of 172 plasma/VST-paired sequences were successfully obtained
for comparison. The mean base agreement between plasma and VST for 1137 paired
sequences was >98% (range: 98.5% - 100 %). The mean codon agreement between the
VST sequences and frozen plasma sequence was 98.6% for all codons in the sequence
(range: 92.81% to 100%). There were no discordant pairs at the codon level associated
with ART resistance.

Conclusions: This study showed highly accurate and reproducible HIV-1 resistance
genotyping using VST comparable with the ‘gold standard’ frozen plasma single pass
sequence, with >98% base agreement, 98.6% codon agreement and >98% reproducibility.
This tool provides access to sophisticated laboratory technologies from distant and
resource-limited settings for real-time patient clinical care in adults and children.
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Between Lot Variation of the BGM Galectin-3™ assay evaluated at a
CLIA Laboratory.

C. Adiletto', S. Wang!, N. Gordon!, R. H. Christenson®. ‘BG Medicine, Inc.,
Waltham, MA, *University of Maryland, Baltimore, MD,

Objective: To assess the between lot variation of the BGM Galectin-3™ assay using three
individual kit lots that were manufactured according to Good Manufacturing Practices
(GMPs). This study was designed to test actual clinical specimens by clinical laboratorians
(intended users), in the intended use setting (CLIA laboratory).

Relevance: Reproducible measurement of clinical analytes is critical to ensuring quality
in laboratory medicine. Furthermore, consistency between lots of reagents is a critical
element in the total quality management program of a clinical laboratory, plus a key
element in complying with the CLIA requirements for calibration verification upon
introduction of new reagent lots (Ref. CLIA Sec. 493.1255). Manufacturers of in vitro
diagnostic devices are challenged with developing innovative technologies while ensuring
consistent and high volume manufacturing of quality devices over an extended period
of time. BG Medicine recently developed a novel microtiter plate-based ELISA assay
for the quantitative measurement of galectin-3 in serum and plasma. BGM Galectin-3 is
intended to be used in conjunction with clinical evaluation as aid in the stratification of
patients diagnosed with heart failure. Having recently achieved CE Mark status, the assay
is available for clinical use in Europe and is pending clearance by the FDA.
Methodology: We present the results of a clinical laboratory evaluation of the between lot
consistency of three individual lots of the galectin-3 product that were all manufactured
according to Good Manufacturing Practices (GMPs). The lots are referred to as Lots 1,
2 & 3. The study was performed at the University of Maryland CLIA-Certified Clinical
Laboratory. One hundred fourteen (114) EDTA plasma samples were analyzed using the
BGM Galectin-3 assay according to the instructions for use. Absorbance at 450nm was
measured with the BioTek ELx-800 plate reader using the recommended seven point
standard curve. Testing was performed over three sequential days by a single operator. On
each day, 38 samples were analyzed in duplicate on a single plate, using each of the three
different lots. Results of the 114 samples were analyzed in a pair-wise comparison using
the Bland-Altman method. Detailed statistics from the Bland-Altman analysis include the
mean bias and 95% confidence interval.

Results: The pair-wise lot comparison of Lot 2 vs. Lot 1 resulted in a bias of 3.1% (95%
CI 2.0 to 4.2); comparison of Lot 3 vs. Lot 1 resulted in a bias of -1.6% (95% CI -2.9 to
-0.3) and comparison of Lot 2 vs. Lot 3 resulted in a bias of -1.5% (95% CI -2.9 to -0.1).
Conclusion: The results demonstrate excellent agreement between three individual lots of
BGM Galectin-3 kits as shown by thewith biases of 3.1%, -1.6% and -1.5% as assessed
with 114 plasma samples. Between lot consistency will enable clinical laboratories to
readily introduce new lots of BG Galectin-3 kits while not significantly shifting control
values or patient test results.

High Density, Room Temperature Storage of Clinical Laboratory
Samples for Future Genomic Analysis

H. M. Martinez', K. A. B. Goddard?, S. Smith?, C. Woffendin®, M. Hogan'.
!GenVault, Carlsbad, CA, *Center for Health Research Kaiser Permanente
Northwest, Portland, OR, *Oregon Health & Sciences University, Portland, OR,

Objectives: Whatman FTA paper cards are an effective way to preserve DNA in whole
blood and crude biosamples in the dry state at room temperature. However, such cards
are not ideal for high density storage of clinical samples. We hypothesized that storage
of buffy coat in a 384-well FTA format might be a very efficient way to store up to
1ug of DNA per well. Given that 250ng of DNA is now sufficient to perform whole
genome SNP analysis on a microarray platform, and that 1-2pg of DNA is becoming
sufficient to perform targeted sequencing on next generation sequencing platforms,
we decided to explore the use of high density FTA technology, coupled to the storage
of crude buffy coat samples, as the basis for storage of clinical laboratory samples for
future genomic analysis.

Methods: Buffy coat from four anonymous, healthy donors was prepared from two 4 ml
EDTA vacutainers simultaneously and centrifuged to generate a lymphocyte-enriched
bufty coat pellet, which was re-suspended in 200pL of PBS. The bufty coat from one tube
was immediately stored at-70°C. Ten pL aliquots of the freshly prepared buffy coat sample
from the remaining tube were applied directly to at least 7 replicate wells of a GenPlate.
GenPlates (GenVault) contain 6mm hemispherical FTA disks, arranged in a 384-well
microplate. Samples were air-dried for 48 hours in the presence of desiccants, sealed with
plastic, and stored at lab ambient temperature (25°C+/-3°C) and >40% relative humidity
for 4 weeks prior to analysis. DNA was recovered from the FTA paper elements using
GenVault’s GenSolve kit according to the manufacturer’s protocol. After purification,
the yield of recovered duplex DNA was quantified by PicoGreen fluorimetry. The length
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of the recovered DNA was assessed by native 1% agarose gel electrophoresis. The
chemical integrity of the purified DNA was also assessed by quantitative real-time PCR.
Genotyping was performed using the Illumina Infinium assay on the HumanCytoSNP-12
Beadchip including 299,931 SNPs. The genotyping module of the Illumina BeadStudio
software was used to call genotypes.

Results: We show that 0.6pg to 0.9ug of high molecular weight, native duplex DNA can
be recovered, per well, from crude blood lymphocytes stored in the dry state at room
temperature in the 384-well FTA format. Performance in qRT-PCR was not influenced
by FTA paper storage of lymphocytes prior to DNA recovery, and no detectable PCR
inhibition was observed. High quality and accurate genotypes were obtained when
compared with paired samples processed in parallel, but stored frozen.

Conclusions: We examined the use of standard chemically-treated FTA paper technology,
arranged in a novel 384 well format, for use in storage of a crude, enriched buffy coat
fraction, rather than whole blood. We demonstrate that it is possible to store an average of
0.75ug of high molecular weight duplex DNA in one well, which is roughly three times
the amount required to support whole genome scanning technologies. This methodology
could serve as the basis for high density, low cost, energy-free storage of clinical laboratory
samples for future genomic analysis.

Homocysteine Measurement in Samples from End-Stage Renal Disease
Patients - Comparison of Three Methods

M. Sheehan', R. J. Liedtke?, L. Liedtke?. /Kaiser Regional Reference
Laboratory, Denver, CO, *Catch Inc., Bothell, WA,

Background: Nearly all patients with end-stage renal disease (ESRD) have markedly
elevated levels of homocysteine. The mean serum homocysteine concentration for this
population is approximately 30 pmol/L versus 10 umol/L for a normal population. In
ESRD, sulfur containing amino acid metabolism is severely altered. The concentrations
of cystathionine, S-adenosylhomocysteine and S-adenosylmethionine are increased.
These amino acids have the potential to interfere with commonly used methods for
homocysteine measurement. The Catch homocysteine method cycles homocysteine and
cystathionine. The Diazyme method cycles homocysteine and S-adenosylhomocysteine.
Other automated homocysteine methods currently available involve conversion of
homocysteine to S-adenosylhomocysteine with subsequent immunological assay of
S-adenosylhomocysteine. The Advia® Centaur assay is an example of this approach.
Objective: Our goal for this study was to determine if the concentration increases of these
sulfur containing amino acids would result in any significant errors in measurement of
homocysteine in samples from ESRD patients by the methods described above.
Methods: We measured homocysteine in serum samples from139 patients undergoing
renal dialysis using the Catch and Diazyme 2-part liquid stable homocysteine assays
and a Cobas MIRA Plus® analyzer. The Catch assay is calibrated using one non-zero
aqueous calibrator traceable to SRM 1955. The Diazyme assay uses five serum-based
calibrators. Assays were run simultaneously. Catch and Diazyme controls were run to
verify proper assay performance. Four runs were done over a period of several weeks. The
Advia Centaur XP* method was calibrated with two serum based calibrators that adjust
a master curve. Bio-Rad controls were used to assure proper performance. All methods
were run in duplicate according to package insert directions. Data were evaluated using
EP Evaluator™ software.

Results: Comparative results for samples from patients with normal kidney function
agreed closely. For one set of samples from normal patients, mean y (Diazyme) = 10.1
umol/L, mean x (Catch) = 10.0 umol/L; y = 0.98x + 0.243, R = 0.975, SEE = 0.762, N
= 43. For another set, mean y (Centaur) = 8.4 pmol/L, mean x (Catch) = 8.6 umol/L; y
=0.95x + 0.18, R = 0.983, SEE = 0.566, N = 25. Comparative results for samples from
ESRD patients also agreed well. Mean y (Diazyme) = 29.0 umol/L, mean x (Catch) =27.1
umol/L, y = 1.14x - 2.03, R = 0.982, SEE = 2.008, N = 139. For a another ESRD patient
set, mean y (Centaur) = 26.7 umol/L, mean x (Catch) =27.1 pmol/L, y = 1.02x - 0.76, R =
0.989, SEE = 1.596, N = 24. Visual inspection of the data revealed no outliers.
Conclusions: The three homocysteine methods evaluated here measure homocysteine
comparably both in patients with normal kidney function and in those patients with ESRD.
Levels of various sulfur containing amino acids while elevated in ESRD do not appear to
bias homocysteine results to a significant degree.
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Effects of EDTA and Fluoride as anticoagulants on plasma glucose
concentration of healthy human: A case study in Central Ghana.

D. Adu-Gyasi, D. Kwame Dosoo, S. Kofi Tchum, B. Ackon, K. K. Dzasi,
P. Dawon Bilson, K. Boateng, R. Owusu, E. Kwarah, S. Apanga, K. Poku
Asante, S. Owusu-Agyei. Kintampo Health Research Centre, Kintampo
North, Ghana,

Background The number of people with diabetes is increasing due to increasing
prevalence of obesity and physical inactivity. The worldwide prevalence of diabetes for
all age groups was estimated to be 2.8% in 2000 and 4.4% in 2030. A study in the Greater
Accra Region of Ghana revealed a 6.3% crude prevalence of diabetes.

Measurement of plasma glucose concentration is key in the diagnosis of Diabetes mellitus
which is characterized by hyperglycemia. For economic reasons some facilities use EDTA
as anticoagulant for glucose measurement.

The aim of this study was to find out if EDTA could be used as anticoagulant for blood
sugar measurement.

Methods Venous blood samples were randomly collected from 135 consented voluntary
blood donors of ages 15years to 45years of both sexes over a period of nine months.
Blood samples were collected separately from each of the fasting participants (fasting not
exceeding 16 hours) into, 2ml Fluoride K,EDTA (VACUETTE) and 4ml K.E K,EDTA
7.2mg (BD Vacutainer) test tubes. These volunteers were selected from the Kintampo
North Municipality and South District using the existing and periodically updated Health
Demographic Surveillance System (HDSS). Plasma was separated between 2 to 6 hours
after collection. The glucose concentrations of the two types of samples were measured
using glucose oxidase reagent (ELITECH, France) and Selectra E Chemistry Analyzer
(Vital Scientific, The Netherlands). Data was analysed with GraphPad Prism version 5.0.
Results For the 135 samples, the minimum glucose concentrations for fluoride and EDTA
were 2.6mmol/L and 1.7mmol/L and maximum values were 8.7mmol/L and 8.9mmol/L
respectively. The mean glucose concentrations for the two types of blood samples,
Fluoride and EDTA, were 4.7mmol/L (95% CI (4.6, 4.8)mmol/L) and 3.9mmol/L (95%
CI (3.7, 4.0)mmol/L) respectively. The difference between the means of plasma glucose
concentration of the two types of samples was statistically significant with P<0001.
Conclusions By the criteria of the American Diabetes Association to define diabetes, a cut-
off concentration of Fasting Blood Sugar (FBS) of 7.0mmol/L and above, if confirmed,
is used. The definition of conditions such as diabetes, which mostly presents emergency
conditions and based on measurements of analytical parameters, such as plasma glucose
concentration, should adhere strictly to the set and accepted standard operation procedures
and requirements. Using EDTA as anticoagulant for glucose measurement will under
estimate the right plasma glucose concentration of a sample. In our study, the mean
concentration of plasma glucose estimated in EDTA was lower than that measured in
fluoride with a P value of <0.0001. It is therefore the responsibility of Health Care Givers
to select the appropriate anticoagulant for the estimation of plasma glucose concentration
for patients.

As demonstrated in previous studies, fluoride should be used as the prefered agent to
inhibit glycolysis for the estimation of plasma glucose concentration in blood.
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Studies On The Improvement Of Critical Laboratory Value Notification
Using A Failure Mode And Effect Analysis

S. Yenice, C. Maden, T. Esin. Gayrettepe Florence Nightingale Hospital,
Istanbul, Turkey,

Objective: To identify potential failure modes, causes and effects concerning patient
safety, implement and assess the sustained improvement acts using a failure mode and
effect analysis (FMEA) technique in reporting of critical laboratory values (CLV) of
clinical chemistry tests for emergency cases and inpatients. FMEA is a procedure that
analyzes potential failure modes within a given system. Each failure mode is classified
by severity to determine the effect of failures on the system. Most patient safety reporting
systems concentrate on analyzing adverse events after an injury has taken place. Healthcare
FMEA, in contrast to a root-cause analysis, offers users analytical tools that can enable a
team to proactively identify vulnerabilities in a care system and deal with them effectively.
In essence, FMEA was used as a systematic, engineering-based approach in this study
to identify such system vulnerabilities in CLV notification process and to correct them
before they occur.

Methods: A five-step process was used.

Step 1: Patient Safety Committee decided to study on the potential failure modes, causes,
effects and improvement acts about the CLV notification process.

Step 2: A multidisciplinary team was assembled including experts and individuals from
the departments of Clinical Biochemistry, Internal Medicine, Emergency Care, Adult and
Newborn Intensive Care Units, Nursing Service and Quality Management.

Step 3: Team members developed processes and subprocesses, then verified a flow-
process diagram.

Step 4: Focusing on the subprocesses, team members listed all potential failure modes to
determine their severity, occurence and probability. The hazard scoring matrix was used
to define the risk priority numbers (RPN) and probability of an event’s reoccurence and its
severity. The Decision Tree was used to determine if corrective actions should be taken.
Step 5: The team determined what the best course of action was to take. Outcome
measures were identified to analyze results and rapid Plan-Do-Study-Act methodology
was used to test redesigned processes. Statistical analysis were performed to compare the
pre- and post-RPNs.

Results and Conclusion: Six processes and 31 subprocesses were identified. 66 potential
failure modes, 97 potential failure causes and effects were determined. Improvement
actions were performed. Pareto diagrams were used to compare the pre- and post-RPNs.
FMEA is a potent and invaluable tool to trap the potential failures. Yet, process is complex,
time-consuming, and requires an intensive labor input. Therefore, a good team effort and
detailed planning should be reserved. Overall assessment of processes revealed a high
level of improvement (66%) that most became the standard operating procedure.

A Study of Various Recommendations for Assessing Method Bias with
Some Suggestions

D. Plaut', L. McCloskey?, A. Mazzara®, B. Friedt!, W. McLellan’.
!Unaffiliated, Plano, TX, *Thomas Jefferson College of Medicine,
Philadelphia, PA, ’Garden City Hospital, Detroit, MI, *Hurley Hospital,
Grand Rapids, M1, *Unaffiliated, Hollywood, FL,

INTRODUCTION: In reviewing our protocols for assessing method bias, we found three
organizations (AACC, CLIA and CLSI) that differ considerably in their suggestions for: 1)
the number of sample pairs (20 to 200), 2) the number of runs (4 to no recommendation),
and 3) the statistics to use in evaluating the data (regression, t-test, difference plot and no
recommendation). In an effort to clarify the situation we undertook a rigorous study of
these issues.

MATERIALS AND METHODS: Method comparison data from 8 analytes (including
cyclosporine, free dilantin, BNP with a monoclonal antibody vs. a polyclonal antibody)
on 4 different instruments from three laboratories were studied. The number of paired
samples ranged from 23 to 80. We also simulated data (20 to 100 points) to extend the
laboratory data in a number of additional experiments. The data were evaluated using
slope-intercept, t-test (paired and unpaired), the correlation coefficient and the standard
error of the estimate, per cent bias, both the difference and the analysis of means plots.
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RESULTS AND CONCLUSIONS: The paired t-test is the most sensitive to a bias between
methods (Table). The difference and the analysis of means plots are helpful visual tools
that can confirm the t-test. Slope and intercept data are sometimes difficult to interpret
and should be used cautiously. Because the correlation coefficient and standard error of
the estimate are measures of random error, they play no part in the study of bias. When a
bias of >2%, exists it can be detected with as few as 20 points using the paired t-test with
assistance from the mean difference.

n= 100 |80 60 40 20

Mean 58.56 60.24 ]59.67 161.50 |60.09 |61.77 160.73 |61.77 |59.63 160.24
Min 21.79 |23.52 |21.79 ]23.52 131.68 |30.04 |33.15 [32.40 |36.24 |33.69
Max 95.83 96.58 [95.83 ]96.58 195.83 [96.58 ]95.83 196.58 [85.94 ]96.58
% diff  |-2.52 -2.69 -2.26 -2.11 -2.18

slope 1.06 1.06 1.09 1.09 1.11
intercept |-1.82 -1.82 -3.53 -3.74 -1.82

r 0.98 0.98 0.98 0.98 0.98

Sxy 3.02 3.04 3.08 3.07 3.32

t-test 0.411 0.448 0.541 0.653 0.736

paired t  ]0.000 0.000 0.000 0.002 0.110

A Glycohemoglobin Challenge across an Integrated Network
M. G. Rush, C. L. Wiley. Providence Sacred Heart Medical Center and
PAML, Spokane, WA,

Background: The PAML Laboratory Network, an integrated network of laboratories,
provides service to physicians and hospitals throughout the Northwest. The network is
standardized for many aspects of laboratory practice and operation including reporting
units, formulas for calculation of derived parameters, reference ranges. Standardization
of major analytes is achieved by correlation and maintained by annual challenges
administered by the Network Standardization Coordinator. Hemoglobin Alc is a
standardized analytes whose importance is underscored by its recent endorsement as a
tool to diagnose diabetes.

Objective and Methods: 17 network laboratories were challenged with 10 whole blood
EDTA samples for Hemoglobin Alc testing. Results from all sites were within allowable
error limits. Samples were collected from volunteers, aliquotted, refrigerated, and sent to
each site by FedEx®. The samples were assayed for Glycohemoglobin using 2 methods
and 12 different platforms: Immunoassay - Beckman Coulter AU 400e and AU690,
Siemens RxL Max, Vista 1500 and 500, and HPLC Ion-Exchange - Bio-Rad D-10 and
Variant II, Ortho Vitros 5600, Tosoh Alc 2.2, G7 and G8. In anticipation of the CAP’s
adoption of +£8% as the acceptable error limit, the data were evaluated using the new
standard. 70% (7 of 10) is considered passing.

Results: The challenge data were analyzed using EP Evaluator® Release 9. In Figure 1 the
mean of each sample is the 0 Error Index. Data points between -1 and 1 are within £8% of
the mean while points outside +1 fail.

Figure 1:

Multiple Instrument Comparison
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Conclusions: The allowable error for each of 10 samples is set as the group mean + 8.0%.
95% of submitted results passed and all network laboratories passed, although the Siemens
instruments achieved lower results. Even across different methods and many platforms
the measurement of Glycohemoglobin is sufficiently standardized and accurate to pass the
CAP’s increasingly stringent standard.
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Changes in specimen mislabeling rate with educational intervention
R. A. McPherson, C. Anderson, W. G. Miller. Virginia Commonwealth
University, Richmond, VA,

Background: Mislabeling of blood specimens submitted for laboratory testing is an
error that can result in adverse consequences to patients. Specimens in our institution are
identified with bar-coded labels generated at the patient site by the hospital information
system,; these labels are read by instruments in the laboratory, so mislabeling of specimens
occurs almost exclusively at the time of collection. This study examined the effect of
educational efforts on the reported incidence of mislabeled specimens at our medical
center over 6 years (2004-2009).

Methods: Patients having blood collected were identified by nursing staff with two unique
identifiers (e.g., name and medical record number). Mislabeling events were identified
predominantly by nurses who recognized the error after results were reported on incorrect
patients. A small proportion of events were detected by laboratory personnel through
comparison with prior test results on the same patients. All specimens included in a single
phlebotomy were considered as one event. Data for each year were analyzed by month so
each year had n=12 data points. Laboratory-nursing liaison meetings addressed specimen
mislabeling in 2002 with implementation in 2004 of formal reporting of all events in the
UHC Patient Safety Net system that communicates errors to nursing supervisors to make
corrective actions. Specimen labeling was also made part of nursing competency training
and annual assessment. In 2009 a mandatory 4 hour course in safety training was instituted
for all employees (over 8000 individuals).

Results: The average reported incidence of mislabeling for the entire study period was
37.7 events/100,000 specimens (E/htS) for a process defect rate of 4.87 sigma. This rate
dropped annually from 2004 through 2008 as follows [mean (95%CI)]: 42.5 (38.8-46.6),
40.2 (36.1-44.2), 37.9 (33.8-42.0), 36.0 (31.9-40.1), and 28.5 (24.5-32.6) E/htS. Over this
5 year period, the mislabeling rate dropped an average of 0.25 E/htS per month (n=60,
r=0.525, p<0.0001) by least squares analysis. The rate then rose abruptly in 2009 to
41.1 (37.0-45.2) E/htS. Evaluation by month showed the largest mean month-to-month
change occurred from June (mean 32.9 E/htS) to July (mean 38.2 E/htS); this difference
was not statistically significant. A concurrent study of all improperly collected specimens
(including clotted, QNS, other problems) showed an error rate that dropped drastically
from 1785 E/htS in 2004 to 537 E/htS in 2009.

Conclusions: Mislabeling errors were reduced by combined processes of education
and feedback when those errors occurred, although other more frequent improperly
collected specimen problems showed greater improvement. Even at best performance,
the mislabeling rate was improved by only one-third of highest value likely due to the
difficulty of controlling low level sporadic errors in human behavior. A wide-spread effort
to increase safety awareness apparently contributed to increased reporting of mislabeling
events in 2009. Further reduction of mislabeling errors might require implementation of
automated devices for positive patient identification.

Quantitative Fecal Fat Analysis by Nuclear Magnetic Resonance
Spectroscopy: More Cost-effective and Efficient than Gravimetry

K. C. Quinones!, L. Skodack-Jones', D. G. Grenache?. ‘ARUP Laboratories,
Salt Lake City, UT, *University of Utah Health Sciences Center, Salt Lake
City, UT,

Background: Identifying opportunities to increase efficiencies, decrease testing costs,
effectively utilize personnel resources, and reduce environmental footprints are frequent
concerns for clinical laboratories. The quantitative measurement of fat in feces is used
clinically to identify malabsorption syndromes. Traditional gravimetric analysis is a time-
consuming methodology and requires the use of organic solvents. In contrast, nuclear
magnetic resonance (NMR) spectroscopy can be used to rapidly and accurately quantify
the fat content of stool and does not require organic solvent extraction. Our laboratory
performed gravimetric fecal fat analysis until November 2009 when NMR was validated
and introduced as a replacement method.

Objective: To identify and quantify efficiencies gained by changing methodologies for
quantitative fecal fat analysis from gravimetry to NMR spectroscopy.

Method: Quality assurance data from testing by gravimetric analysis was obtained for 5.5
months immediately prior to initiating NMR analysis (pre-NMR) and 2.5 months after
making the method change (post-NMR). Specific metrics evaluated were, turn-around
time (receipt of specimen to result reporting), chemical and material costs, labor costs,
laboratory space required for testing, and analytical time.

Results: 1,175 specimens were tested during the pre-NMR period and 324 specimens
were tested during the post-NMR period. The pre-NMR mean turn-around time for result
reporting was 42.6 h (95% CI 41.6-43.5) which was significantly decreased by 23% to 33.0
h (95% CI31.2-34.9) (p<0.0001) in the post-NMR interval. The mean cost of reagents and
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supplies increased by $4.60 per specimen after converting to NMR spectroscopy. Labor
costs decreased by 73% in the post-NMR period, in part because the methodology allowed
testing to be performed by a laboratory technician instead of a medical technologist. The
physical space required to accommodate the gravimetric method reagents, supplies, and
equipment occupied 21.28 ft? of prime laboratory space which decreased by 42% to 12.32
2 in the post-NMR period. Based on our estimates, the time required to perform the
analysis decreased from a mean of 8.6 h (pre-NMR) to 0.23 h (post-NMR).

Conclusion: Quantitative fecal fat analysis by NMR spectroscopy is more efficient and
cost effective than gravimetric analysis. Turn-around time, labor costs, laboratory space,
and analytical time were all reduced upon implementation of the NMR method. Reagent
and supply costs increased but these were more than offset due to the savings in labor
costs. The discontinued use of organic solvents is an additional benefit. It has a positive
environmental impact and is in compliance with accrediting agency regulations for
reducing hazardous wastes.

A Case Study in the Principles of LEAN: A Collaborative Approach to
Improving Troponin Turnaround Time

M. K. O’Brien, R. McCallie. Providence St Vincent Medical Center,
Portland, OR,

Background: The American College of Cardiology and American Heart Association
publish guidelines that establish recommended time-to-treatment for patients who
experience myocardial infarction. Door-to-needle with fibrinolytics is 30 minutes, while
door-to-balloon treatment with percutaneous transluminal coronary angioplasty (PCTA) is
within 90 minutes. Our facility established a turnaround-time (TAT) expectation for result
reporting of ED troponin at 45 minutes, with a 95% consistency rate. Baseline average
TAT for “specimen in-lab to result” was 28 minutes; however, that goal was only met
75% of the time.

Objective: Improve patient care by consistently meeting TAT expectations. A Lean
assessment was performed with the following goals:

1. Identify process steps within sample flow that would reduce cycle time of “in-lab to
result” TAT.

2. Identify limitations that prohibit meeting “in-lab to result” TAT.

3. Develop standard process flow(s) to be utilized by staff to meet TAT expectations.
Methodology: A work group of laboratory personnel to include management, medical
technologists, and laboratory assistants participated in a Lean Kaizen event. The following
Lean principles were introduced:

1. Value is specified from the perspective of the customer.

2. The current state value stream is defined.

3. The desired future value state is defined.

4. Waste in a value stream is identified and eliminated.

5. Value should “flow” on the basis of customer needs and demands.

6. Continuous improvement is pursued on the basis of the desired future state.

Team members measured each step of the current process in minutes. These measurements
were incorporated into a current value stream map. Results indicated little waste, with
potential opportunities based on improvements in reducing specimen time on the ADVIA
Centaur® CP immunoassay system. A desired state value stream map was created. Distance
traveled by personnel was measured to identify wasted motion. Prior to and following the
Kaizen event, Siemens Healthcare Diagnostics spent time assisting in the investigation
of instrument failure. Active participation included hardware improvements, software
upgrades, and test methodology reagent upgrades. Education and maintenance training
were also provided. Additional changes incorporated into the laboratory’s workflow
included reducing centrifugation time and utilizing separate specimens for basic chemistry
testing and troponin analysis. Processing workflow was streamlined to allow specimens to
“flow” to the technical area.

Results: The Kaizen team identified waste and prioritized improvements to workflow and
the ADVIA Centaur CP system. Once changes were made, time and distance measurements
were taken and a post-Kaizen value stream map was created. A statistical comparison of
pre- and post-Kaizen practices demonstrated the total processing time improved to 92.6%
of the total cycle time. Additionally, time traveled by laboratory personnel was decreased
by 3.65 miles/shift, resulting in improved staff satisfaction.

Summary: Because of the collaborative efforts of the instrument manufacturer and
clinical laboratory personnel, the department was successful in achieving the Lean Charter
Goal and has maintained consistency in meeting the expected troponin result TAT of <45
minutes for >90% of ED specimens.

CLINICAL CHEMISTRY, Vol. 56, No. 6, Supplement, 2010 A31



Tuesday, July 27, 10:00 am — 12:30 pm

A Lean System Dynamic Transformation Model for Health Care
Processes

R. Chadha', A. Singh? A. Nayar', J. Kalra®. !University of Saskatchewan,
Saskatoon, SK, Canada, >SD Mission Hospital, Rudrapur, India, *Royal
University Hospital, Saskatoon, SK, Canada,

Objectives: The critical nature of health care operations requires that some excess capacity
should necessarily be stored in the system to provide required flexibility of response. It
is well established that in health care, patient satisfaction and quality care are important
indicators for the success of any health care enterprise. It is hypothesized that integration
of Queuing theory and Lean methodology should improve the dynamic performance
of the health care system. To prepare the health care organizations to meet the service
demand, we developed a Lean Health-Care (LEAN-HC) model based on the integration
of process transformations.

Methodology: We reviewed, evaluated and compared the emergency care system using
the system dynamic model and redesigned the process using a lean value stream mapping
approach to eliminate waste and achieve Just-In-Time (JIT) services. The study was
carried out in SD Mission Hospital, India, and compared with similar studies of Penn
State University USA, and Mercy Health Care, Iowa State, USA. The model included
three primary steps: 1) Use of priority class queuing model to understand and to balance
the demand with capacity. 2) Use of lean value stream mapping approach to identify the
waste. 3) Following continuous improvement principles to modify and improve services:
5S- visual management, mistake/error proofing, service lead time reduction using one
piece flow, JIT and standard operating procedures.

Results: Our data demonstrated that the implementation of the LEAN-HC model resulted
in the following: 1) Improving process flow improved the capacity to serve patients. 2)
Placing emergency physicians, near arrival with existing nursing and registration staff,
optimal utilization of the electronic medical record and queuing theory, physicians directed
care upon arrival and determined clinical care needs resulted in a 23% reduction in a
key parameter of throughput efficiency, length of stay, for all patients. 3) Lean methods
like 5S and value stream mapping were useful in uncovering significant improvement
opportunities to increase the turnaround time (TAT) on lab results which have a direct
bearing on patient wait time. 4) Once the process of care is re-mapped, the bottleneck in
the process can be identified. There will always be one stage which will move slower than
the others, but the goal is to even the flow by reducing variation as much as possible and
plan the bottleneck for where it can be most effectively controlled.

Conclusion: These results demonstrate how to apply queuing theory, how to devise
actions based on the derived results and the benefits that those hospitals which adopt this
strategy will receive. It was found that not only can queuing theory deliver more efficient
service at a higher quality to patients, but it also can reduce the waste and overhead costs
experienced by many medical facilities. These changes were observed without any change
in resource availability and without any evidence of safety or quality issues.

Utilizing Laboratory Metrics and “Dashboard-style” Reporting
S. E. Dawson, T. Ocasio. Swedish Covenant Hospital, Chicago, IL,

Objective: Our goal was to develop effective reporting tools that could concisely and
effectively communicate results of key elements of performance, quality and service for
use by our laboratory and the hospital’s process improvement committee to assess overall
operational status, while also helping to identify opportunities for improvement.

Method: Our laboratory developed and implemented the use of two graphic and
color-coded metrics and dashboard-reporting formats. The KPI (key process indicator)
Benchmarking chart utilizes metrics from a Solutions Action O-I™ report, to graphically
display our lab’s performance level for 6 key operational indicators comparing them to
benchmarked data from similar hospital labs. Included are indicators of cost effectiveness,
productivity, and utilization. The background color for our lab data reflects the performance
level achieved for each indicator. The colors range from green (favorable, top 25%) to
yellow (at the 50%) to red (highly unfavorable, bottom 25%) with variations of shading to
reflect trends. Through this use of color, the viewer gets a quick, focused snapshot of these
important areas of overall performance and can easily identify successful progress and/or
areas requiring attention.

A second, more graphic management tool, is the Laboratory Dashboard. Resembling an
automobile dashboard, 4 gauges and 4 data boxes provide a quick overview of operational
and financial performance. The gauges display results for proficiency testing (accuracy),
turnaround times for stat Emergency Department (ED) and 6am routine morning draws,
and a percent excellent ranking for customer satisfaction (as measured by Professional
Research Consultants, Inc.). The numbering on each dial is color-coded to indicate levels
of achievement for easy interpretation. Beneath the gauges are four data boxes which
display selected indicators of managerial and operational effectiveness listed in the KPI
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benchmarking chart above.

Application and Results: With the colored dashboards clearly highlighting areas
for improvement, projects designed to address the issues are initiated. For example:
Turn-around time was addressed with the implementation of automation, followed by
autoverification, centrifugation changes, ED triage-based phlebotomy performed by
laboratory personnel, a wireless patient and specimen identification system and most
recently a real-time monitor screen displaying pending ED specimens. Done incrementally,
the impact of each change was visible through the dashboard metrics. Over a two year
span covering 2008-09, the turn-around time decreased 25% for chest pain patients and
29% for the general emergency department population. The financial investments made
were validated through the improvement in operational metrics.

Failure to improve was also clearly visible. Over utilization of laboratory services and
increases in supply costs caused metric numbers to change from green, to yellow-green, to
yellow, making it easy to identify for both laboratory managers and administrators alike.
Conclusion: These two tools have proven to be important drivers for service and process
improvement projects across disciplines in our laboratory. The KPI metrics chart and
Laboratory Dashboard have enabled us to track and focus on continuous improvement
efforts across key strategic areas while enabling us to achieve outstanding operational
results (top 10 to 25™ percentile) as compared to our peers.

The Role Of Six Sigma Metric To Improve The Analytical Performance
Of Serum Folate Analysis

M. E. Mendes', R. G. Rotondaro?, G. V. Fragoso', P. Romano', V. R. M.
Batista!, N. M. Sumita'. 'Central Laboratory Division & Laboratories of
Medical Investigation (LIM-03) of Hospital das Clinicas da Faculdade de
Medicina da Universidade de Sao Paulo (HCFMUSP), Sdo Paulo, Brazil,
’Production Engineering Department of Polytechnic School of Universidade
de Sao Paulo, Sdo Paulo, Brazil,

Objective: The aim of this work was to evaluate the application of six sigma metric using
DMAIC methodology to reduce the analytical variation of Folate assay in a public tertiary
hospital laboratory.

Material and methods: The Folate assay was performed by eletrochemiluminescence
method on Elecsys 2010 (Roche Diagnostics). The DMAIC is described as follow.
Definition phase: we defined the responsabilities of the team, the SIPOC diagram was
used to describe the process. The coefficient of variation of the PreciControl anemia level
IT (CVA2) was considered as critical to quality (CTQ). The upper limit of acceptability
was 9%.

Measure phase: we measured the CTQ time series, descriptive statistic and normality
test were applied. Tests of repeatability and reproducibility (R&R) of Elecsys 2010 and
reproducibility among operators (R&R) were performed. We gathered the preliminary
data to evaluate current process performance and its capability (defects per million
opportunities).

Analysis phase: we applyed brainstorming, Ishikawa diagram, Failure Modes and Effects
Analysis, Pareto analysis, trends analysis, study of the results of R&R, analysis of control
charts and proficiency tests.

Improvement phase: the objective was to reduced the CVA2 through implementation of
specific action plans.

Control phase: after 7 months the consolidation of the action plans were achieved and the
process capability was recalculated.

Results: The frequency of corrective maintenances were reduced and improvement in the
performance indicators of Elecsys 2010 were achieved. A new equipment (Cobas-Roche
411) was installed and the workload was redistributed between both equipments. Other
employees were trained and their competence were enhanced. The workflow was revised
and simplified. The operating procedure was revised. There were changes in the workflow.
This rational use of the kit resulted in the reduction of waste and economy.

Phase Mean of Process performance (PpK)/|[Evolution of
CVA2(%) Sigma Capability DPMO

Measurement 10.64 -0.10/1.21 112,485

Analyze 8.25 0.24 /2.22 13,262

Improve 6.81 0.85/4.04 26

Control 6.07 1.29/5.60 0.04

Conclusion:The DMAIC methodology allowed to establish the factors that were
interfering in the good performance of serum Folate assay.
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Evaluation of the appropriateness of prostate-specific antigen requested
by General Practitioners

M. Salinas', B. Lumbreras?, M. Lopez Garrigos', J. Lugo', J. Uris®. 'Hospital
Universitario San Juan, San Juan, Spain, *University Miguel Hernandez, San
Juan, Spain, 3University of Alicante, Alicante, Spain,

Background: The purpose of this study was to compare the use of PSA testing between
urologists and general practitioners (GPs), the variation in test ordering behavior between
the different centers included in the study and the tendencies in PSA testing along the
period of study (2002-2009).

Methods: We performed a cross-sectional study of the number of PSA tests ordered by
GPs and urologists during the years 2002 and 2009 in the Health District in Alicante,
Spain. This area includes primary care centers, where GPs can order tests without referring
the patient to the main hospital, the San Juan Hospital (tertiary centre attending for
234,424 people), mainly attended by specialized doctors as urologists. All samples were
analyzed in the Clinical Laboratory Department of this hospital. The different primary care
centers and the hospital included in the study used similar ordering forms for laboratory
tests. We collected the following variables: a) patient age (<40; <50 and > 50 years); b)
type of doctor petitioner on the referral form (urologist or GPs); ¢) center (primary care
or hospital), and d) year. According to the clinical guidelines established in our setting,
routine testing for PSA is recommended in patients older than 50 years and age younger
than 50 for men with first degree relatives who had prostate cancer. We considered
as reference PSA testing in patients older than 50 years and compared PSA testing in
patients younger than 50 years and younger than 40 years with that reference category
(index PSA<50/PSA>50 and PSA<40/PSA>50). We estimated these indexes according
to the centre, type of doctor petitioner and year of study. Differences in test ordering data
between centers and years of study were tested with the Kruskal-Wallis test.

Results: A total of 17,646 PSA tests were ordered by urologists and 51,640 by GPs. The
value of the index PSA<50/PSA>50 was 0.027 when urologists ordered the diagnostic test
in comparison of 0.076 when GPs did (p<0.001). In patients younger than 40 years, the
value of the index was 0.006 in urologists and 0.015 in GPs (p<0.001). A large variation
in both index was observed between the 10 different primary care centers (p<0.001).
PSA testing in men younger 40 and 50 increased along the time in patients attended by
both urologists and GPs. However, this variation was greater in men younger 40 than in
men younger 50 and in urologists rather in GPs: PSA<50/PSA>50 increased 2.22 times
in urologists and 1.33 in GPs in 2009 in comparison with the year 2002, and PSA<40/
PSA>50 increased 2.55 times in urologists and 1.42 in GPs in 2009 in comparison with
the year 2002 (p<0.001).

Conclusions: PSA testing in men younger than 40 and 50 years is higher in patients
attended by GPs than in those by urologists, suggesting inappropriate use of PSA testing.
There is an increasing tendency in the PSA ordering, particularly in men younger 40 years
old. These data are suggestive for interventions focused on PSA testing and prostate cancer
screening in primary care settings.

General Practitioners (GPs) and Endocrinologists HbAlc requesting
patterns in a Health District of the Valencian Community (Spain)

M. Salinas', M. Lopez-Garrigos', B. Lumbreras?, M. Gutierrez!, J. Lugo', J.
Uris®. 'Hospital Universitario San Juan, San Juan, Spain, *University Miguel
Hernandez, San Juan, Spain, *University of Alicante, Alicante, Spain,

Background: The glycation of haemoglobin was first used 30 years ago to assess the
level of glycaemia in subjects with diabetes. Since then, assay of HbAlc has become
established as a laboratory marker of increased risk for the long-term complications of
diabetes. In July 2009, the international expert committee has determined that an HbA1C
value of 6.5% or greater should be used for the diagnosis of diabetes.

The aim of this study was to examine GPs and endocrinologists HbAlc requesting
patterns in 2008 and 2009.

Methods: We performed a cross-sectional study of the number of HbAlc tests ordered
by GPs and endocrinologists during the years 2008 and 2009 in the Health District of
Alicante, Spain. This area includes Primary Care Centers, where GPs can order tests
without referring the patient to the main hospital, the San Juan Hospital that serves
a population of 234,424 inhabitants. We calculated the percentage of HbAlc results
<6% with respect total requested for patients managed by GPs and endocrinologists.
Differences in test ordering data between GPs and endocrinologists were tested with the
Chi-square test.

Results: Total and HbAlc with results <6% requested by GPs and endocrinologists in
2008 and 2009 is shown in figure. The differences between GPs and endocrinologists were
significant (p<0.001) in both years.

Conclusions: The percentage of HbAlc results <6% with respect total requested for
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patients managed by GPs is higher than in those by endocrinologists.

If we consider patients with HbAlc results below 6% as non-diabetics or very well
controlled diabetic patients, the results may suggest:

- Diabetics patients managed by GPs are better controlled or

- GPs are requesting HbAlc in not diabetic patients, previously to be considered as a
diagnostic test, suggesting inappropriate use. Study results may serve as a basis for
designing new HbA 1¢ requesting protocols.
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ECs [ GPs Chi-squaretest | ECs | GPs. Chi-square test
HbA1c total requests
(absolute value) 1532 | 14459 1510 | 18665
HbA1c<6%
(absolute value) 77| 4022 111 7482
HbA1c<6%
(%) 5,03% | 27,82% | p<0,001 7,35% | 40,09% | p<0,001

Achieving continuous improvement in stat laboratory: a seven-year
experience

M. Salinas', M. Lopez Garrigos', B. Lumbreras?, J. Lugo', M. Gutierrez', J.
Uris?, J. Uris*. 'Hospital Universitario San Juan, San Juan, Spain, *University
Miguel Hernandez, San Juan, Spain, *University of Alicante, San Juan, Spain,
*University of Alicante, Alicante, Spain,

Background: Stat laboratories are under pressure to supply information as quickly as
possible for the diagnosis and treatment of disease. The assessment of customer satisfaction
is considered today as an important component of any stat laboratory quality program.
Objectives: Show how continuous quality improvement can be implemented by
delivering a monthly quality report to stat laboratory personnel. Ascertain the emergency
department clinician needs through surveys related to laboratory service.

Methods: Registers of Intra-laboratory TAT, workload, and staff productivity were
collected since 2003 to 2009 automatically. The monthly report included troponin and
potassium TATs, workload, and productivity. A monthly stat laboratory quality report
has been delivered to the laboratory personnel. In January 2009 a physician satisfaction
surveys assessed their satisfaction with the laboratory service overall and in relation to
three specific issues. Evaluations were rated on a scale of 1 to 5 (1: poor; 5: excellent).
Surveys addressed the intra-laboratory Perceived TAT satisfaction and Desired TAT.
Results: Workload and productivity increased from 2003 (58052 and 78952 requests, and
5.5 and 5.8 request/technician/hour in 2003 and 2009 respectively) while troponin TAT
remained steady (period mean 30.86 min). Figure shows the box plots for ED troponin
sample TATs (total, for all three shifts and individual-technician TATs for the last six
months) and potassium TAT contained in December 2009 quality report.

The surveys showed an overall satisfaction of 3, with 3.6 for the reliability of test results,
3.9 for accessibility, and 3.3 for TAT. The Perceived TAT was 44.9 minutes and the Desired
TAT was 21.7 minutes.

Conclusions: TAT results were maintained over time despite increased workload,
possibly due to monthly report delivering to the laboratory personnel. There is need for
teamwork with physicians to enhance their understanding of clinical laboratory science
and appreciation of the real possibilities of meeting their laboratory TAT expectations.
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A Method for Establishing and Evaluating Evidence-Based Laboratory
Medicine Best Practices: The A6 Cycle

R. H. Christenson', S. R. Snyder?, J. Derzon?, C. Shaw?, D. Mass*, R. Black?,
P. Epner®, E. Liebow>. 'Univ of Maryland Sch of Med, Baltimore, MD, ’CDC
Division of Laboratory Systems, Atlanta, GA, 3Battelle Centers for Public
Health Research and Evaluation, Seattle, WA, *Arizona State University,
Tempe, AZ, *Battelle Center for Public Health Research and Evaluation,
Seattle, WA,

Objective: To develop a methodology for the systematic review of Laboratory Medicine
(LM) topics and identification of pre- and post-analytic practices that are effective at
improving outcomes.

Relevance: The Institute of Medicine attributes nearly100, 000 deaths each year to
medical error. Most LM errors occur in the pre- and post-analytical testing phases.
Although more than 200 evidence-evaluation systems have been proposed, none are
designed to specifically evaluate LM quality improvement practices and outcomes. Also,
there is generally insufficient published evidence in LM, such that new methods need to
accommodate unpublished evidence.

Methodology: Validated evidence-based medicine (EBM) methods used by the USPSTF
(2008), AHRQ (2002), CASP (1993) and others were adapted to LM quality improvement
issues using the “A6 cycle,” (ASK, ACQUIRE, APPRAISE, ANALYZE, APPLY and
ASSESS) to develop “Laboratory Medicine Best Practices (LMBP)” systematic review
methods. Key modifications allow inclusion of quality improvement study designs and
unpublished evidence. The LMBP “A6 cycle” steps are: (1) ASK a focused question in
the form of a problem statement; (2) ACQUIRE evidence by identifying sources and
collecting potentially relevant studies; (3) APPRAISE studies by applying screening
criteria (topic area, practices, and outcomes) to create an evidence base; (4) ANALYZE by
standardizing and summarizing studies, and rating overall strength (study quality, effect
size magnitude and consistency) using an expert panel to identify evidence-based “best
practices;” (5) APPLY by disseminating evidence review findings via peer-reviewed
literature and other media, educational programs, and guidelines as appropriate, and by
actual practice implementation; (6) ASSESS practices to evaluate performance outcomes/
results, which may identify other quality issues to continue the cycle of improvement.
Example of LMBP Review: Pre-analytic patient specimen identification was a pilot
topic. (1) ASK: “Are barcoding systems (using bar-coded patient armbands and scanners)
effective at reducing specimen identification errors?” (2) ACQUIRE: 81 published and
6 unpublished studies were identified. (3) APPRAISE: Application of screening criteria
resulted in a total of 10 studies being fully abstracted. (4) ANALYZE: 8 studies were
included in the evidence base; 6 studies were rated “good” study quality and 2 were
rated “fair,” all with consistent effect sizes in favor of barcoding. Meta-analysis favoring
barcoding versus no barcoding for avoiding ID errors average log odds ratio was 2.45
(95% confidence interval: 1.6-3.3). The Expert Panel rated barcoding systems’ overall
effect size “substantial,” and its strength of evidence “high.” On the basis of the evidence
review, barcoding systems were recommended as effective at reducing patient specimen
identification errors. (5) APPLY: Disseminate through peer-reviewed publications,
educational programs and other media. (6) ASSESS: Ongoing data collection and
evaluation will assure practice works and in what settings, and may reveal other issues/
questions for future reviews.

Conclusion: The developed LMBP A6 methodology, adapted from validated
evidence-evaluation systems, can be applied to systematically review and evaluate
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quality improvement practices in LM. Practice evidence can be reliably identified,
standardized and summarized to complete evidence reviews and establish best practice
recommendations for improving patient outcomes and reducing medical error.

Improvement of specimen collection accuracy through the cooperation
between laboratory personnel and nursing staffs with a quality
improvement project

H. Ning. Chang-Gung Memorial Hospital, Tao-Yan, Taiwan,

Objective: To improve the specimen collection accuracy through the cooperation between
laboratory personnel and nursing staffs in the Department of Cardiology which showed
the highest sample rejection rate among the others at Chang Gung Memorial Hospital,
Lin-Kou, Taiwan.

Methods: Several on-site observations and discussions were performed by the laboratory
personnel and clinical nurses. Strategies that were generated to improve the specimen
collection accuracy included 1) establishing a clear written policy and operation procedure
to standardize the phlebotomy technique; 2) providing special trainings, such us using
butterfly collection devices in patients from whom blood-drawing may be difficult; 3)
labeling the drawing order and selection of collection tubes on the requisition forms; 4)
offering nurses a portable blood roller mixer to reduce the clotting rate in anticoagulant
tubes; and 5) performing a continuing education program and competency assessment
of blood collection techniques annually among nursing staffs or within 3 months of
employment for new nurses.

Results: The overall specimen rejection rate decreased significantly from 2.35% in 2006
to 1.62% in 2008.

Conclusions: The cooperation between laboratory personnel and nursing staffs
appeared to improve greatly the sample collection accuracy. The same strategies may be
implemented in other departments for the improvement of sample collection accuracy in
the whole hospital. It is anticipated that such efforts may help to increase the overall patient
safety and qualities of medical services in this hospital.

25-Hydroxyvitamin D assay: Evaluation of a semi-automated routine
clinical service

L. A. Perry', M. Zaman', V. Lee!, B. J. Molloy?, L. J. Calton?, S. D.
Gillingwater?, D. P. Cooper?. 'Barts & The London NHS Trust, London,
United Kingdom, *Waters Corporation, Manchester; United Kingdom,

Objective: In July 2009 we switched our routine 25-hydroxyvitamin D (250HD) clinical
service from an automated immunoassay platform (Diasorin Liaison) to a semi-automated
tandem mass spectrometry method. We review the impact on our service 6 months later.
Methods: The semi-automated tandem mass spectrometry method quantifies both
250HD2 and 250HD3 after sample preparation involving solid-phase (Waters Oasis HLB
pElution plate) extraction performed using a Tecan robotic sample handler. We process
~4000 samples a month using this system. The Tecan robotics affords some automation in
the sample preparation stage by performing the following steps:

-read the sample bar code

-transfer sample (150pl) and internal standard (10ul) to a deep-well microtitre plate

-add the protein precipitation solution and mix the sample.

-prime the microtitre solid-phase elution plate

-transfer supernate to the primed elution plate

-perform further washing steps

-move the elution plate onto the assay microtitre plate into which is eluted the extracted
sample.

The assay microtitre plate is manually sealed and loaded into the LC/MS/MS system
for analysis. The Tecan takes 105min prepare 96 samples and can prepare three 96-well
microtitre plates for 2SOHD in a working day. If the assay was performed manually it
would take a highly skilled lab operator approx 6h to prepare one 96-well plate.

Benefits of this service: Significant savings in service delivery have been realised that
exceeded initial expectation:

-staff salary cost per day is halved leading to savings of approx $20,000 per yr

-the process is three times more efficient than the manual service

-errors are minimised

-assay sensitivity is increased

-250HD2 and D3 are measured simultaneously

Problems experienced in service delivery: During the first 6 months of service there
have been few minor errors and only one ‘lost run’. The errors were:

-a ‘short sample’ that was rectified by modifying the SOP to include topping up the water
reservoir

-a sample bar code read error that halts the analytical run
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-a catastrophic power failure that lead to loss of stored bar code ID data. The data were
manually re-entered after power was restored.

Summary: We have successfully introduced a semi-automated solid-phase extraction
tandem mass spectrometry assay for 250HD. This service has exceeded expectations in
significantly reducing staffing and assay costs. We can offer both 250HD2 and 250HD3
reporting with increased sensitivity. The Tecan robot is an ideal platform that will
facilitate the introduction and semi-automation of other assays that require similar sample
preparation techniques.

Communicating Clinical Pathology (CP) Critical Laboratory Values
(CLVs) in an Acute Care Hospital

T.C. Aw, Y. Liang, P. Zeng, S. Satheakeerthy, S. P. Tan. Changi General
Hospital, Singapore, Singapore,

Background There is scarce data in the literature on the timeliness or reporting and of
receipt of CLVs. Our 800-bed hospital’s CP CLVs encompass clinical chemistry (glucose,
sodium, potassium, calcium, and blood gases) and hematology (hemoglobin, WBC count,
platelet count, aPTT, and INR). After analyses, all results are reviewed, certified and
transmitted to the Lab Information System (LIS) before being printed locally at the various
care locations. Each day we produce an average of 6000 CP results. As soon as a CLV is
known, the technologist phones the caregiver to inform them of the abnormalities after
providing two patient identifiers (TPIs - name and hospital ID number). The nurse reads
back the critical results of the patient. The technologist records the reporting transaction
in an electronic lab log; the nurse records the receiving transaction in the patient’s file.
Method We conducted an audit of how the CP lab fared in communicating CLVs to our
care-givers.

Results All reporting transaction logs over a 2-month period were reviewed and submitted
to the hospital quality improvement unit (QIU). QIU randomly reviewed about 40% of
the patient files for documentation of the transaction (identity of both caller and receiver)
and availability of CLV results. There were 1409 CLVs in the reporting transaction log:
1142 (81.1%) were notified within 3 minutes, 242 (17.2%) between 4-6 minutes, 6 (0.4%)
between 7-10 minutes, and 19 (1.3%) 11-20 minutes. Of the 561 files reviewed by the
QIU, 225 (45%) had incomplete documentation (CLV results available but no transaction
record - 39%, transaction recorded but CLV results missing - 27%, and transaction record
and CLV result both absent - 34%).

Conclusion While the CP lab has communicated all CLVs diligently and in good time, the
recording of CLVs by care-givers could be further improved.

University of Louisville Lean Laboratory Project
K. George!, C. A. French?. 'University of Louisville, Louisville, KY, *Ortho
Clinical Diagnostics, Bonita Springs, FL,

Objective: The University of Louisville Laboratory was not meeting their turn-around
time goals and wanted to improve customer service. They also wanted to decrease the cost
per test while increasing quality.

Methodology: The laboratory formed a Lean Team of 6 laboratory employees and 1
Lean Consultant. The team learned lean tools and applied them to the each laboratory
process. Each process was filmed and analyzed using lean methodology. The team used
the analysis to create a Job Standardization Package (JSP) for each process.

Validation: Baseline data was collected before any changes were made. This data was
compared to data collected after standard work was implemented. Please see charts.
Description: The team developed JSP’s and used them to pilot each laboratory process.
The initial pilot was conducted in the lean room to ensure that the JSP was correct as
written. Next the team did a pilot in the laboratory following the JSP, again making
revision as needed. Each pilot was done for a period of time up to 24 hours. Data was
collected after each pilot that monitored turn-around-time during the pilot period. Once
improvement was confirmed final training of all staff and implementation of the new JSP’s
was completed.

Outputs: Job Standardization packages for laboratory processes, metrics to control the
process, control plan and audit sheets for management.

Results:

* Turn-arount time reduced by 22%

* Decreased technologists by 7.4 or 21% reduction in staff

* Space savings of 432sq feet or 22%

* Standard work practices

* Reducton in errors and error potential

* Created daily performance measurement

* Cross-training of staff improved by 39% with an expected 100% by the end of the first quarter
» Inventory control system developed and implemented
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Computing a patient-based sigma metric
L. Kuchipudi, J. Yundt-Pacheco, C. A. Parvin. Bio-Rad Labortories,
Plano, TX,

Objective: Derive a new sigma-metric to more accurately reflect the capability of a test
method with respect to its quality specification for the patient population served.
Relevance: The sigma metric widely used in clinical diagnostics is computed as (TE, -
|bias|)/CV and is treated as a constant, independent of concentration. This is rarely the case.
Typically, when sigma metrics are computed at different concentrations, different values
are obtained. Rather than a single sigma-metric, in reality there is a sigma-profile that
varies over the concentration range of the analyte. We propose a method for computing
a single sigma metric from the underlying sigma-profile which reflects the performance
of a test method with respect to its quality specification for the patient population it is
tested upon.

Methodology: Obtain a distribution of result concentrations for the patient population
served. For each concentration in the patient population determine the TE_ (%), bias (%),
and analytical imprecision (CV). Compute the sigma-metric at each concentration: (TE,
(x) - |bias(x)[)/CV(x) where x is the result concentration. Compute the patient-based sigma-
metric as the weighted average of the sigma-metrics at each concentration (weighted by
the probability of each concentration in the patient population).

Validation: The form of the patient-based sigma-metric is the same as the common sigma-
metric, except that is uses point estimates for the TE, bias and CV at the individual
result concentrations rather than a single estimate based on control values. This improves
accuracy by capturing changes in the relationship between error specification and test
method performance as a function of result concentration.

Conclusion: The patient-based sigma-metric reflects the performance of a test method
with respect to its quality specification for the patient population it is tested upon.

TE
Analyte B\; CVLI [CVL2 |QCo Ll |QC 6 L2 [Patient-based &

Desireable
Albumin 4.92 245 ]1.64 [2.01 3.00 2.51
AlkPhos 13.90 2.57 201 [5.41 6.93 5.57
Amylase 17.50 1.25 [1.07 ]14.00 16.31 12.94
Bilirubin, Total |39.10 3.51 J2.11  J11.14 18.50 8.28
Calcium 3.06 2.02 [1.81 [1.51 1.69 1.56
Chloride 1.88 1.18 [1.01 [1.59 1.86 1.86
Cholesterol 10.30 1.77 150 ]5.82 6.85 6.38
CK 38.10 4.14  [2.02 [9.20 18.83 13.32
Creatinine 9.96 3.92 222 [2.54 4.49 2.83
Glucose 8.88 1.68 1143 ]5.29 6.23 5.57
Iron 39.70 1.97 ]1.00 |20.15 39.83 17.64
Potassium 7.44 1.35 J1.01 |5.51 7.34 5.58
Sodium 1.12 0.90 [0.81 [1.24 1.38 1.27
Uric Acid 15.40 1.37 |1.08 [11.24 14.31 12.22

Repeating Critical Results in The laboratory: Tradition or Necessity?
R. Khoury, A. Gandhi, B. P. Salmon, S. Gibbs, P. Gudaitis, D. Gudaitis.
Aculabs, Inc., East Brunswick, NJ,

Background: Critical results account for the majority of the repeats in laboratory
practice, it is a practice inherited from archaic, historical testing methods in the laboratory.
However, the accuracy of results have increased tremendously with the introduction
of fully automated systems, clot detectors, and the ultrasensitive sensors, in addition
to improving the sensitivity on the majority of the tests. The important question in the
laboratory practice now is whether repeating critical results is a redundant waste of time
and resources, or practices which must be continue to be followed.
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Method: more than 500 samples with critical values from potassium (using Roche P
module), glucose (using Roche Integra 800), hemoglobin (Beckman Coulter, LH750)
and prothrombin time (Beckman Coulter, TOP) were repeated and the integrity of the
specimens were verified and documented. The percentage and absolute difference between
replicates were calculated for each of the analytes. Because of the wide range tested to
cover both the critically low and high results, the outliers were based on the % difference.
Results: The minimum and maximum values tested, mean for the absolute difference, and
the % outliers are listed in table 1.

Test Min value [Max value |Mean of % |[Mean absolute |%
tested tested difference |difference Outliers

Prothrombin 1,5 5 Sec 1114 Sec |1.3% 0.8 Sec 12%
time

Hemoglobin 6.2 g/dl 149 g/dL |1.4% -0.01 1.2%
Glucose 22 mg/dL 488 mg/dL |1.5% -1 0%
Potassium 2.1 mmol/L 1.3 2% 0.06 0%

mmol/L

Conclusions: Although the data suggested that repeat analysis is not necessary for the
analytes tested, eliminating the repeat requires other criteria to be verified before the results
are released to the care giver like checking instrument flags, delta check, and verifying the
integrity of the specimen. Critical results for prothrombin time lead to critical INR>4.5,
and because the reliability of INR> 4.5 is unknown, it is wise to repeat prothrombin time
with INR>4.5 to confirm the results.
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Customer relationship management (CRM):results of a program for the
clinical analysis industry.

M. D. C. Freire, F. S. Souto, J. O. Garcia, R. Medina, C. M. G. Carvalho, C.
M. A. Rangel, M. M. Marinho. Sérgio Franco Medicina Diagndstica, Duque
de Caxias - Rio de Janeiro, Brazil,

Background: Several studies show that client retention and fidelization strategies bring
advantages such as profits with repetitive sales, lower operational and publicity costs. One
retention strategy is customization of services, great challenge to companies in consolidated
markets, and which profits are dependent of scale economy, such as clinical laboratories. The
aim of this study is to present and discuss results of a retention strategy by customization of
services in the clinical analyses industry, and its reflexes in a laboratory performance.
Methodology: From the idea of developing and managing customized individual
relationships, in 2003, was implemented a Customer Relationship Management (CRM)
program in its 4 basic steps: identification, differentiation, interaction, customization.
We built a database of physicians that required tests, here called clients, updated at each
new interaction with the company (identification). The clients were differentiated by his
value for the company, in respect to the income generated and to his ability to influence
other clients (differentiation). We selected the top 50 income generators from database
and opinion leader physicians from the main medical institutions and associations of Rio
de Janeiro. In 2008, the CRM actions were extended to the top 150 income generators.
Yearly the results of incomes in the database are reviewed, as well as the status of the
opinion makers, and the list of selected clients is updated. The customized interaction with
the selected group of clients include: direct relationship with the medical and executive
director; participation in scientific events promoted by the laboratory; subsidy to costs of
clinical research tests; individualized follow-up of test results with reduction of promised
TAT; priority in the advertisement of new services and scientific publications developed
by the laboratory; office visitation by a medical staff to survey satisfaction; access to
VIP rooms in drawing facilities; gratuity in domiciliary sample drawings and in express
mailing of results; customized relationship actions in holidays and birthdays; training
courses for the clients assistants and secretaries. The CRM program cost in 2009 was
0,4% of the total operational costs.

Results and discussion: The program was started in 2003, with 164 clients selected,
growing only in number of opinion makers until 2008, when the top 150 income
generators were included. In 2009, the clients selected were 907 - 7,5% of the database.
The incomes from drawing facilities grew 291% from January 2003 to December 2008,
while the incomes generated by differentiated clients grew 634%. By 2009, 21% of the
drawing facilities income came from the selected clients. In the last satisfaction survey,
on October 2009, the totality of the CRM group declared satisfied or very satisfied with
the company services, and in market surveys done by an independent consultant (CVA
Solutions), the laboratory brand was considered the one with higher attractiveness and
lower rejection in the market of Rio de Janeiro, on 2008 and 2009. Thus, the results of
the fidelization and retention program are consistent with business literature and reaffirm
the potential financial and market share gains promoted by this marketing strategy in the
clinical analysis industry.
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Community Hospital Implements Lean Principles to Improve Delivery
of Patient Care

J. Stanley', A. Peter?, C. Kajila®, R. Francisco?, L. Downey?, B. Rivera?,

D. Jones?, S. Briggs?, D. Tener'. ValuMetrix, OCD, Johnson & Johnson,
Inc., Raritan, CA, *Ukiah Valley Medical Center, Ukiah, CA, 3Ukiah Valley
Medical Center, Ukian, CA,

Background: Reduced reimbursement from private and public insurers is forcing hospitals
to be innovative in reducing costs without jeopardizing quality and patient care. In
addition, the challenge to replace staff vacancies due to retiring baby boomers or those
leaving the field remains a constant struggle. According to the U.S. Department of Health
and Human Services, only two new clinical laboratory scientists are entering the field for
every seven facing retirement. Lean manufacturing is one method that can help reduce
costs by eliminating waste and improving the delivery of care to patients with greater
efficiency. Standardized work and continuous flow of processes also frees up staff for
other responsibilities or may alleviate the need to hire replacement staff to complete the
same workload.

Method: This 78 bed rural community hospital implemented a Lean project in the core
laboratory to reduce operational costs. The project goals were to improve product flow,
decreasing turn-around times, increase operator productivity, and reduce inventory
supplies. The scope of the project included phlebotomy, specimen processing, chemistry,
hematology, coagulation, immunoassay, and urinalysis. Product process flow and operator
analysis was used to develop solutions in four critical areas: equipment layout and
workstation design, standardization of work methods, visual performance measures, and
material management. Isolated work cells were eliminated and instruments representing
80% of the test volume were strategically placed in the new layout to support continuous
flow of product and operator. Staff was trained on standardized work processes to ensure
repeatability and reproducibility of work. Work stations were designed to support each
process and a material replenishment system was implemented to ensure continued supply
availability without disruption of work. Samples were delivered and picked up for storage
every 6 minutes to facilitate a first-in-first-out method of testing.

Results: The expected goal was a 25% reduction in turn-around time (TAT) from
collect to verify, with a 35% stretch goal from baseline averages for specimens received
from inpatients, outpatients, and the emergency department. During the first week
of implementation the TAT for a chemistry metabolic panel, protime with INR, and
urinalysis met the 25% goal for inpatients, and the TAT for CBCs with differential and
troponin exceeded the 35% stretch goal. Additionally, a proposed annual $331,968 in staff
savings is expected based on the post-project implementation. Savings includes a shift to
unlicensed personnel for automated testing due to the inability to fill current vacancies with
licensed clinical laboratory scientists. The challenge for the laboratory is sustainability and
adherence to the new process. Daily performance metrics that monitor TAT and routine
audits will help ensure compliance and provide a basis for continuous improvement.
Conclusion: Implementation of Lean standard operating principles can help improve
operational efficiencies by improving process flow, improving quality of services that
contribute to patient care, reduce costs, and increase testing capibilities to meet customer
demand and current healthcare challenges.

The Practice Of Universal Precautions Among Medical Laboratory
Scientist / Technicians / Assistants In Zaria,Nigeria : How Adequate Is It?
J. S. Ogboi!, A. T. Olayinka!, T. Aiyenigba?, A. O. Adeleye'. ‘Ahmadu Bello
University, Zaria, Nigeria, *Lagos University Teaching Hospital, Lagos,
Nigeria,

Background and Objective: Universal precautions are simple infection control
measures that reduce the risk of transmission of blood pathogens through exposure to
blood or body fluids among patients and health care workers. Among these health care
workers are medical laboratory scientists, technicians and assistants who are faced
with professional hazards such as needle pricks and many blood borne infections in
their routine day to day work in the laboratories. The purpose of this study is to find
out how adequate the knowledge and practice of universal precautions is among these
laboratory staff at various hospitals.

Materials and Methodology: This study was carried out among the medical laboratory
scientists/technicians/assistants in different laboratories in Ahmadu Bello University
teaching hospital (ABUTH), and Ahmadu Bello University (ABU), both in Zaria, Kaduna
State, Nigeria between September and November, 2009.

The medical laboratory scientists, technicians and assistants in the different laboratories
were selected using the stratified random sampling method and a cross sectional
descriptive study design was used with 150 of them participating in the study.

Result: The mean age of the respondent is 31.74 + 10.01. The male respondents
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were 115(76.7%) while the female counterparts were 35 (23.3%). There was a poor
knowledge of universal precautions among these laboratory personnel as only 38.6%
of them had heard about universal precautions. Only 18.7% had correct general
laboratory practice. There was a poor knowledge of disease transmission with handset
(phone), as only 9(6%) laboratory personnel wash their hands before answering calls
during routine work/analysis.

Conclusion: Our findings indicates that despite common contacts with blood and
contaminated equipments, knowledge of universal precaution is unacceptably low, which
shows that the existing strategies to control infections to health care workers have not
been adequately addressed. There is urgent need to consider factors that enable people
to change behaviour, and also the availability, cost and convenience of the preventive
barriers. Thus a combination of strategies is required, including continuous education on
universal precaution through hospital sponsored seminars. Also, it should be included as
part of the orientation programme for all new employees and in the curriculum of medical
laboratory sciences.
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Improving Capillary Specimen Rejection Rates Through Lean Processes
G. A. Olsen. Boys Town National Research Hospital, Boys Town, NE,

Background and Objective: During a three month time frame it was noted that capillary
samples submitted for Capillary Lead testing were rejected at a rate of 11% due to the
detection of clots. Clinician, patient care provider and patient dissatisfaction were voiced.
A goal was established to reduce the rate to 2% or less.

Process Evaluation and Change: Due to the large variability of clotted sample rates between
remote clinics, a root cause analysis of current processes at multiple sites was completed.
The review identified a lack of a standardized collection process. Identified inconsistencies
included: 1) multiple manufacturer collection devices in use, 2) lack of proper selection of
age appropriate skin puncture devices, 3) improper collection techniques, and, 4) lack of
proper mixing of samples during and immediately after collection. Analysis of rejection
rates by collection device revealed that Becton-Dickinson (B-D™) device specimens had
a20% rejection rate while Sarstedt collection devices were rejected at a rate of 5%. Clinic
rejection rates varied from 2% to as high as 30% indicating a high degree of collection
technique variability. Implementation of the Lean principle of standardization of processes
was utilized. The decision to require submission of all capillary lead testing specimens
in a Sarstedt device was made and a training program created to educate existing clinic
personnel on collection variables that impact the formation of clots in capillary samples.
The training program included both face to face training as well as hand out materials.
Results and Conclusion: Following completion of training at all locations and
standardization of a single collection device, the impact was measured. The first month
following implementation, the rejection rate was reduced to 1.8% and a three month
cumulative rate of 1.95% however in subsequent months the rejection rate increased to 3%.
Further analysis revealed lack of compliance at two clinic locations. Subsequent feedback
and retraining has resulted in sustained improvement throughout the organization. For the
last three months of 2009 an average rejection rate of only 1.0% and a one month best of
0.4% was achieved. Standardization of a single collection device, appropriate selection of
capillary puncture devices, in addition to the implementation of a comprehensive training
program has had a significant impact on rejection rates for EDTA capillary specimens
for lead screening. The training program has been incorporated into all new hire training
for clinic personnel performing capillary collections. Implementation of Lean concepts
and ongoing feedback can be easily incorporated into point of care processes that impact
clinician and patient satisfaction.

113

A quality dashboard for specimen collection, transportation and
processing

J. Su, M. Astion, W. Chandler, A. Edwards. University of Washington School
of Medicine, Seattle, WA,

Background: A Quality Dashboard is a tool that summarizes quality metrics to help
managers determine if key processes are in control. Quality dashboards are often
incorporated into disciplined problem solving methods like Lean or Six Sigma.
Objective: To develop a Quality Dashboard for a Specimen Procurement Division in a
large healthcare system in the United States. The division is responsible for specimen
collection, transportation and processing.

Method: The quality metrics were chosen based on 1)Root-Cause-Analysis of errors,
2) literature review, and 3)comparison with two peer institutions that developed quality
dashboards and achieved excellent performance on dashboard measures. The metrics for
specimen collection included mislabeling rates and the fraction of the morning hospital
phlebotomy collection received in the lab by a target time (8AM). Transportation metrics
included the monitoring of on time arrivals for specimen couriers. The metrics chosen for
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specimen processing included work load as a function of time (hour of day, day of week,
month), and percentage of paper test requisitions incorrectly logged to the laboratory
information system. The latter measurement included specific error rates such as failure to
enter the correct test(s) and failure to correctly enter patient information.

Results: Representative samples from the quality dashboard are shown below. Quality
improvement (QI) projects were initiated when metrics were out of control. For example,
after implementing a variety of interventions -double checking, enhanced supervision and
accountability, and work load leveling --the percentage of paper requisitions erroneously
logged into the LIS dropped from 3.4% of requisitions to 0.6% in one of the hospitals
studied.

Conclusions: A quality dashboard was created to measure performance of a specimen
procurement division. Future work will focus on expanding the dashboard and using it to
measure the effect of QI interventions.
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Decreased Turnaround Time for Critical Values Reporting Using Lean
Principles

V. I. Luzzi, J. Zajechowski, D. Smith, R. Benitez, J. Carey, R. Zarbo, C.
Feldkamp. Henry Ford Hospital, Detroit, MI,

Background: Lean process management has been successfully applied to many aspects
of clinical and anatomic pathology services. These principles are applied to decrease the
time between client request and product delivery, eliminate non-value added activities,
empower the employees to propose and test changes, monitor changes for measuring
success, and produce slow incremental changes. The Pathology and Laboratory Medicine
laboratories at the Henry Ford Hospital support a 905 bed inner-city, quaternary-care,
teaching-hospital, 26 regional medical centers, esoteric testing for 5 suburban hospitals and
more recently an outreach program. Using Lean principles, we aimed to accommodate
system growth, increase efficiency in a challenging economy, and improve turnaround
time (TAT) for test results and critical value reporting.

Methods: We employed multiple Lean tools to redesign the laboratory work space and
processes: standardized work and connections, load leveling, moved tasks/samples
closer to workers, and reduced batch size. We used visual tools to reinforce and
maintain changes (production and inventory kanbans and whiteboards to capture daily
performance indicator charts and defects). Indicators used include TAT for results
reporting, fraction of critical values reported by 12 midnight, and labor efficiency.
The TAT goal for test results was set to 4 hours from time of specimen arrival, and
before midnight of the same day for critical value reporting. Efficiency was defined as
number of tests reported per full-time employee .

Results: After Lean process improvements, 95% of outpatient results are now reported
within 4 hours of lab receipt (figure), 98% of critical values are reported before midnight,
and our labor efficiency increased by 7% compared to the same period in 2008.
Conclusions: Using Lean principles to re-design the laboratory, we were able to
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accommodate volume growth without increased staffing, decrease the results and critical
value reporting TAT, and increase labor efficiency.
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Audit of the requests of laboratory tests in the Emergency Departments
of a seven hospitals Health Care System

R. M. Dorizzi, L. Baldrati, L. Vascotto, S. Berlini, P. Masperi. Laboratorio
Unico di AVR, Cesena, Italy,

Background: The consolidation process of the Health Care Service is accelerating also in
Italy and the need to standardize the panel of the tests that are requested to the laboratory is
increasing. It is becoming more and more frequent the finding of Emergency Departments
(EDs) of the same Health Care System more or less recently consolidated showing
dramatic differences in the pattern of the requests. The aim of this study is to compare
the patterns of the requests in seven hospitals of a Network recently set up in Italy (AVR:
Ravenna, Faenza, Lugo, Rimini, Riccione, Cesena, Forli).

Methods. The 24 tests (including 95-98% of the total workload)

requested by the seven EDs in three successive trimesters (A=May-July 2009; B: August-
October 2009; C=November 2009-January 2010) have been downloaded from the single
LIS serving the entire Network and the Tests/Admissions (T/A) ratio has been estimated.

Results. The T/A ratios were respectively: 5.22, 4.86, 4.62, 4.54,4.51,2.33, 2.7. Moreover,
we found that six tests were requested in a very consistent way: Complete Blood Count,
Potassium, Creatinine, Sodium, Glucose, ALT (the ratios were between 0.29 and 0.38).
While two EDs requested all the other tests with a much lower intensity, the other five
EDs requested 6-12 further tests with a ratio around 0.30. Really, the T/A ratio of Total CK
of the seven hospitals spanned between 0.33 and 0.00 and that of Fibrinogen and BUN
between 0.30 and 0.00.

Conclusions. In the Autumn 2009 the data of the trimesters A and B have been presented
to the prescribing clinicians and an audit started in the two successive trimesters
demonstrating a dramatic fall in the requests of some tests (e.g fibrinogen and mioglobin
in one hospital fell respectively from 3362 to 5 and from 2101 to 438). The trend will be
monitored in 2010.
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Creation of a study group to everyday problem solving and
implementation of innovations in the clinical laboratory.

V. Fernandes, L. Rosato, M. Caixeta, G. Barra, L. Abdalla, J. Vaz, S. Costa.
Laboratorio Sabin, Brasilia, Brazil,

Background: We describe the creation of a study group whose goals are to receive, discuss
and propose solutions to everyday problems of a clinical laboratory, as well as to plan
and implement technical innovations. This group, known as “innovation core”, has,
since its creation in the second half of 2009, developed and implemented four innovation
projects/troubleshooting. Thus, its relevance to the clinical laboratory is characterized by
bringing an analytical and impartial vision of different departments, aiming to generate
improvements and innovate processes.

Methods: The innovation core encourages, via a computadorized system, the identification
of everyday problems to be solved, news, and ideas from outside the laboratory that could
be applied to the company. After receiving the problem or new idea, simple and direct
questions are prepared and shared with all employees so that they can opine on the subject,
send solutions and previous experiences. Then, the innovation core organize the returned
messages, discusses its details, and generates quantifiable data and objective evidences. If
feasible, a deployment project is written and its implementation is encouraged in sectors
where innovation/solution applies.

Results: Five months after the creation of the innovation core, four innovation/problem
solving projects were developed and implemented: 1) Replacement of Ethidium Bromide
for a modern DNA dye (less toxic and with less expensive disposal); 2) Recycling of blank
labels. After registering the patient and their exams, the tubes labels are printed. A single
blank label is let between different patients to avoid misidentification. Thus, a blank label
is generated for each patient and, in our laboratory, this results in thirty-five thousand blank
labels wasted a month. In this project, a series of tips and ideas for reuse of these labels
on the everyday work were produced by the laboratory staff; 3) Adjusting the automated
DNA extraction system for whole blood. The automated DNA extraction system of
our laboratory is excellent for specimen as serum, plasma, cervical swabs, but does not
produce good results for whole blood. The extracted DNA can not be amplified by PCR,
due to incomplete removal of sample inhibitors, such as hemoglobin. On completion
of this project, a protocol for rapid pretreatment of whole blood was developed. It was
based on hemolysis and separation of leukocytes by centrifugation, which allowed the
automated extraction of good quality DNA; 4) Creation of the laboratory Twitter, an open
and direct communication vehicle with the client, where doubts are resolved, and health
tips and news are transmitted.

Conclusion: Thus, in this work, we describe the implementation of the innovation core
to identify and solve the everyday problems of our clinical laboratory. The developed
system involves the participation of all company employees via a computerized system.
By sharing the problem and the active search for solutions with colleagues from different
sectors, we generate more efficient and better solutions as a result of the collaborative
thought generated within the company.

A Study of the 1974 CAP Suggested QC Rules: Are They Valid Today?
D. Plaut', W. McLellar?. ! Unaffiliated, Plano, TX, *Unaffiliated, Hollywood, FL,

INTRODUCTION: The high degree of accuracy, precision and consistency of today’s
instruments, together with what seems a reluctance to move away from a SINGLE value
outside the £2 SD line as a rejection signal, we thought the QC rule system proposed by the
College of American Pathologists (CAP) in 1974 merited a current evaluation. The CAP
suggeted criteria: « Use two levels of control with each run ¢ Accept the run if both controls
were within £2 SD « Accept the run if one control was within £2 SD and the other between
2 and 3 SD. (A value outside 2 SD is acceptable) o Reject the run if one value exceeds £3
S o Reject the run if both controls exceed the same 2 SD within the run o Reject the run if
one control exceeds the same 2 SD limit on consecutive runs.

METHODS: Our study was in two parts: 1) Data from individual laboratories were
studied to determine the probability of an analyte failing a CAP survey using the
CAP rules. 2) The probability of ANY lab failing a survey using the CAP criteria was
determined from inter-lab data. For this part we calculated the “total possible error” from
the target using the formula: TPE = 2*SD +2*SD [..

group means group
h= Z*Sngup means * = 2* average
D group The SDgroup means was calculated using n individual means from an interlab
report. The SD___was the average SD of the individual SDs from labs reporting for the
current month.

RESULTS for 1: From CAP survey data from chemistry (5 labs), coagulation (6 labs) and
hematology (3 labs), we found only 2 analyte/ instrument situations in which 2 or more
challenges had a Standard Deviation Index (SDI) greater than 2. In neither of these two did
the laboratory exceed the CAP limits. There were no situations where there was a failure.

‘group
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RESULTS for 2: With the formula for TPE, we found that better than 95% of the cases
would have passed the survey. For example given group data from 56 labs reporting
glucose on the Level I control on Instrument R for October, 2009, the group mean (thus
the target mean) was 98. From this the TPE = (2*1.1)+ (2*3.1) = 8.4%. The CAP limit
for glucose is 10%.

CONCLUSIONS: These results are very likely due to the increase in precision and long
term stability of the instruments operating today coupled with the current acceptable
range per CAP (as well as other survey groups). We hope that these data will serve as
encouragement to adopt the CAP suggestions which will reduce the number of false
rejects (10% when two controls are used with a single value exceeding £2 SD as a reject
signal) while keeping error detection high.

Evidence-Based Evaluation of Practices to Reduce Blood Culture
Contamination

D. Mass', S. R. Synder?, C. Shaw?, A. Patta’, M. Washington?, R. H.
Christenson’, J. Derzon*, R. Black®, E. Liebow*. ‘Arizona State University,
Tempe, AZ, °CDC Division of Laboratory Systems, Atlanta, GA, 3University
of Maryland Medical Center, Baltimore, MD, *Battelle Centers for Public
Health Research and Evaluation, Seattle, WA,

Objective: To identify evidence-based quality improvement practices to effectively
reduce blood culture contamination rates by applying new systematic review methods
developed by the CDC Laboratory Medicine Best Practices (LMBP) initiative.
Background: Patients with suspected septicemia have blood cultures drawn to identify
causative pathogens and direct subsequent treatment. False positive results lead to
unnecessary treatment and costs. According to the American Society for Microbiology,
the rate of blood-culture contamination should not exceed 3%; however the average blood-
culture contamination rate is 1.1% to 5.2%. Contaminated blood cultures constitute one
half or more of all positive blood cultures in some medical centers. Applying the CDC
LMBP review methods to published and unpublished data identified evidence-based
practices that are effective at reducing blood culture contamination rates.

Methods: Since 2006, the CDC has sponsored a LMBP initiative to develop and
apply transparent methods for systematically reviewing laboratory medicine quality
improvement interventions to identify effective measures for improving healthcare
quality outcomes consistent with the 6 Institute of Medicine aims (safe, timely, effective,
efficient, equitable and patient-centered). These methods were applied to answer a focused
question: “What practices are effective at reducing blood culture contamination?” The
first step was to develop a supporting analytic framework which identified the scope of
the review question, including a description of the quality issue/problem, improvability,
potential quality improvement practices/interventions, and outcomes of interest. The
following steps included: 1)acquiring published evidence available in electronic databases
and through hand searching and unpublished evidence using a data collection form; 2)
appraising pertinent studies by applying screening criteria appropriate to the review
question and analytic framework (topic, practices, and outcomes) to identify the relevant
body of evidence; 3)analyzing evidence (studies) by standardizing, summarizing, and
systematically rating study quality and effect size (including statistical meta-analysis
whenever possible), and consistency to rate the overall strength of evidence.

Results: Three aspects of practice were reviewed with the LMBP process: 1. Technique:
venipuncture versus intravenous catheter; 2. Staff: dedicated phlebotomy team versus
other personnel (i.e. nurses); 3. Collection Tool: preparation (sanitizing) kit versus no
preparation kit. Published articles (n=1677) were identified for these three practices; 14 of
which met the screening criteria. Seven unpublished studies were submitted; two met the
screening criteria. Thus 16 studies were fully analyzed. The following odds ratios (OR)
represent the estimated summary effect size for each practice; venipuncture- (7 studies,
OR =2.63, 95% CI 1.85-3.72); phlebotomy team- (6 studies, OR = 2.76, 95% CI 2.17-
3.51); Preparation Kit- (4 studies, OR =1.1, 95% CI 0.99-1.41).

Conclusions: Based on the strength of evidence of effectiveness for each practice, the
Blood Culture Contamination Expert Panel (7 members) identified as best practices
to reduce blood culture contamination rates: the use of venipuncture as the preferred
technique for sample collection where the option exist in the clinical setting, and dedicated
phlebotomy teams to collect the blood culture.
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Addressing the challenges of the Giemsa stain in the diagnosis of malaria
in an endemic area using the Partec CyScope®.

B. Nkrumah', A. Agyekum!, S. E. K. Acquah', J. May?, E. Tannich?, N.
Brattig?, F. Hiinger!, S. Nguah®, Y. Adu-Sarkodie®. ‘Kumasi Centre for
Collaborative Research in Tropical Medicine, Kumasi, Ghana, °3. Bernhard
Nocht Institute for Tropical Medicine, Hamburg, Germany, ’Komfo Anokye
Teaching Hospital, Kumasi, Ghana, *Clinical Microbiology Dept, School of
Medical Sciences, KNUST, Kumasi, Ghana,

Introduction One of the main interventions of the Global Malaria Control Strategy is the
prompt and accurate diagnosis of malaria as it is the key to effective disease management
(A global strategy for malaria control, 1993). It is thus of concern that poor diagnosis
continues to hinder effective malaria control. The laboratory diagnosis of malaria has up
to now relied nearly exclusively on microscopy, a valuable technique when performed
correctly but unreliable and wasteful when poorly executed. A better utilization of
microscopy and the development of alternative diagnostic techniques could substantially
improve malaria control (Institute of Medicine, 1991).

Aim To evaluate the Partec CyScope® (PC) for the diagnosis of malaria in human blood
from patients in an endemic area using an expanded gold standard.

Materials and Methods 263 samples from patients attending the Under Five Clinic and
OPD of the Agogo Presbyterian Hospital in the Asante Akim North District, Ghana were
examined with two different tests independently and blinded. The test methods employed
in the study were: (i) Giemsa-stained blood smears (GS) (ii) PC

Outcome 107 (40.7%), 111 (42.2%) samples were positive for the presence of Plasmodia
by GS and PC respectively. Compared to the expanded gold standard the sensitivity of GS
and PC was 94.7% and 95.6% at 95% confidence interval. The specificity was 100% and
98% at 95% confidence interval. The positive predictive value was 100% and 97.3% and
the negative predictive value was 96.2% and 96.7% respectively with good agreements
k=0.95 and 0.94. The test performance of PC was very similar to GS. However, the PC
had added advantages; it was faster, easier to use, less expensive in terms of cost per test
and test equipment than the GS and has a standby battery making it ideal for field work
and places where there is no electricity.The PC can therefore be used as an alternative
method for GS.

Biomarker Discovery in HIV/AIDS using Proteomics
D. Haarburger', J. Bergstrom?, T. Pillay'. !University of Cape Town, Cape
Town, South Africa, *University of Gothenburg, Gothenburg, Sweden,

OBJECTIVES: The aim of this study was to use proteomic methods to analyse the serum
of stage I HIV positive subjects, in order to identify novel protein changes that are induced
in the human serum proteome following HIV infection. This information may be used for
the development of novel biochemical markers to monitor the progression of this disease.
METHODS: Serum was collected from asymptomatic Xhosa males between 21 and
35 years of age. HIV testing was performed and the samples were separated into HIV
positive and HIV negative groups, and subjected to 2D-gel electrophoresis. The gels were
silver stained and analysed to detect significant differences between protein spots. Spot
differences were considered significant if the mean ratio between the HIV positive and
HIV negative groups was greater than two or less than a half, and the p value was less than
0.05. Significant spots were digested by trypsin and subjected to analysis using MALDI-
TOF mass spectrometry. Database interrogation was performed with the Mascot algorithm
using the Swissprot and NCBInr databases.

RESULTS: Eight HIV positive and six HIV negative 2D-gels were prepared. 7 659 spots
were detected in these 14 gels and 562 matches were made. 11 spots were found to be
significantly different between the two groups. Nine spots were significantly decreased
and two spots were significantly increased in the HIV positive group compared to the HIV
negative group. The proteins found to be decreased were identified as abnormal spindle-
like microcephaly-associated protein, type II cytoskeletal keratin, zinc finger CCCH
domain-containing protein 13, alpha-1-acid glycoprotein, haptoglobin, apolipoprotein A-I
and hemoglobin beta chain. The proteins found to be increased were identified as coiled-
coil domain-containing protein 49 and 60S ribosomal protein L4.

CONCLUSION: A number of proteins that undergo consistent changes have been
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identified and this information could be used to develop immunoassays to analyse protein
changes in the clinical laboratory as an additional method of monitoring changes in HIV
infection.
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Effect of Low-Density Lipoprotein Levels on the Measurement of
Hepatitis C Viral Load in Chronic Hepatitis C Patients

E. M. Abdalla, A. M. Nasar, A. El Hawary, N. Y. Abdel Razek, B. B. Hasan.
Faculty of Medicine, Suez Canal University, Ismailia, Egypt,

Background: Hepatitis C virus infection is hyperendemic in Egypt, 20 to 30% of which
progress to liver cirrhosis. Hepatocytes represent the primary site of HCV replication in
vivo. Several HCV-binding proteins have been suggested to mediate viral entry of HCV
into cells; these include the CD81 receptor and the low-density lipoprotein (LDL) receptor.
Several studies supported the concept that LDLR can regulate the rate of hepatocyte
infection by competing with the virus through the LDLR. Therefore, serum HCV levels
can be regulated by the rise and fall of serum beta-lipoproteins. Unexplained difference in
results of quantitative PCR for hepatitis C could be secondary to changes of LDL levels.
We evaluated the effect of LDL on the measurement of hepatitis C viral load in chronic
hepatitis C patients through estimation of the levels of viral load of hepatitis C in relation
to variation of the corresponding LDL. Also, we evaluated the effect of difference in LDL
levels on other liver function tests.

Subjects and Methods: The study is a cross sectional study, carried out in the internal
medicine clinic in Suez Canal University Hospital in Ismailia. 30 patients, seropositive
for HCV antibodies and HCV-RNA, attended the clinic for at least two times with LDL
levels in at least 2 occasions, with a difference of levels more than 10% in a period of 2
weeks. Patients were not receiving anti-viral or anti-hyperlipidemic treatment or suffering
from chronic liver disease due to causes other than HCV. Patients fulfilling the inclusion
criteria; biochemical assessment of liver function test, direct determination of serum LDL
levels and quantitative determination of HCV-RNA level using the reverse-transcription
polymerase chain reaction (RT-PCR) assay were performed.

Results: The present study demonstrated an inverse statistically significant correlation
between the absolute HCV RNA viral load differences and absolute LDL level differences
or LDL percent differences. The lower the absolute LDL differences, the higher the
absolute HCV RNA viral load differences. Also, there was an inverse statistically
significant correlation between the absolute HCV RNA percent difference and ALT
percent difference. The results support the concept that LDLR is a HCV receptor and that
beta-lipoproteins competitively inhibit the infection of hepatocytes with HCV through the
LDLR. From this data, our study creates an equation that we can use for calculation of the
predicted HCV RNA difference level using a regression analysis; guided by the difference
in LDL levels.

The Prevalence of the Four species of Human Malaria Parasites in
Children at the Korle Bu Teaching Hospital, Ghana

F.A. Botchway', C. E. Lekpor?, R. A. Botchway?, D. K. Dosoo*. ' Department
Of Child Health Laboratory, Korle - Bu Teaching Hospital, Accra, Ghana,
’Department Of Pathology, Korle - Bu Teaching Hospital, Accra, Ghana,
3University Of Ghana, Legon, Ghana, *Kintampo Health Research Centre,
Kintampo, Ghana,

Background: Malaria is caused by four different species of Plasmodium namely
P. falciparum, P. malariae, P. ovale and P. vivax. Malaria accounts for 7 - 8% of all
certified deaths and ranks 5™ as the commonest cause of death in the 0 - 4 age group
in Ghana. An infection with P. falciparum can proceed rapidly to severe disease with
serious complication such as cerebral malaria. The high invasive power of P. falciparum
compared with the other species leads to rapid destruction of erythrocytes. Cerebral
malaria, the commonest cause of death from malaria is associated with the cytoadherence
of infected erythrocytes to the endothelial lining of capillaries and venules of the brain.
Patients suffer from headaches that gradually become more severe and last longer,
eventually convulsions, coma and hyperpyrexia culminating in death. In Ghana, malaria
infection is the commonest cause of childhood convulsions. Malaria infections produce
partial immunity. Transplacental passage of IgG from a malarious mother provides the
neonate with protection that diminishes in strength over about 12 weeks. It has also been
established that breast milk of infected women also contain protective IgG antibodies. The
risk of infection with or without complication is limited almost entirely to the non-immune
and persons with low immunity. Consequently, the most vulnerable groups are infants
beyond 3-6 months of age who have lost their maternal protective immunity and young
children under 5 years of age.

Aim:The aim was to study the prevalence of the four different species of human malaria
parasites in children at the child health department of the Korle Bu Teaching Hospital

Ad40 CLINICAL CHEMISTRY, Vol. 56, No. 6, Supplement, 2010



Infectious Disease

(KBTH)

Methods: The study covered a period of 6 months( Feb - July 2009) and was carried
out on 178 (104 males and 74 females) clinically and laboratory diagnosed cases as
malaria patients ages between 1 day to 12 years at the child health department of KBTH
.Thick and thin blood films were prepared and stained with Giemsa and Lieshman stains
respectively. The thick film was used to estimate the parasite density and the thin film for
the identification of malaria species. Statistical analyses were done by simple parametric
methods.

Results: In the thick film examination, 24(13.5%) had parasitaemia in the age range 1day
- 1 year, 96(53.9%) had parasitaemia in the ages ranging from 2- Syears, 46(25.8%) had
parastaemia in the ages raging from 6 - 9 years and 12(6.7%) in the ages ranging from
10 -12 years.

In the thin film examination, 170(95.5%) were P _falciparum, 6(3.4%) were P. malariae,
2(1.1%) were P. ovale , 4(2.2%) were mixed infections of P.falciparum and P. ovale. There
was no P. vivax seen.

Conclusion: The study showed that the most prevalent species of malaria parasites was
P. falciparum (95.5%), followed by P. malariae (3.3%) and P. ovale (1.1%).There were 2
cases of mixed infections, made up of P. falciparum and P. malariae. There was however
no P. vivax seen. This confirms the fact that P. vivax occurs mainly in the temperate regions
and particularly absent in West Africans.

Identification of diagnostic biomarkers for Tibetan tuberculosis by
proteomic fingerprinting of serum in China
B. Ying, L. Wang. West China hospital, Chengdu, China,

Background: The Tibetan ethnic group is one of the largest ethnic groups in China.
This population originated primarily from QINGZANG plateau, which has some of the
highest rates of TB in the world, as well as high levels of drug resistance. Therefore, early
detection and diagnosis of TB are crucial for a better patient outcomes. The diagnosis of
tuberculosis is traditionally based on chest radiography, tuberculin test, and mycobacterial
staining/culture. However, about 40-60% of patients with pulmonary tuberculosis were
undiagnosed by these methods. The development of new diagnostic tests to replace
traditional diagnosis of sputum TB was emphasized by the World Health Organization
(WHO). Therefore, the search for rapid and reliable diagnostic tests for TB based on
the examination of sputum, blood, and other clinical specimens has been the focus of a
number of studies. Serum proteomic analysis based on surface-enhanced laser desorption
ionization time-of-flight mass spectrometry (SELDI-TOF MS) may provide a feasible
platform for the diagnosis of pulmonary tuberculosis. This is a high-throughput technique
for analysis of complex biologic specimens such as serum. In this study, we used SELDI
with ionic (CM10) protein chip arrays to screen potential serum biomarkers for the
detection of TB. By using an artificial intelligence classification algorithm, several novel
biomarkers were selected to facilitate the optimal separation of patients with TB and non-
TB controls.

Methods: A total of 80 serum samples from patients with active pulmonary tuberculosis
and control subjects from a Chinese Tibet population were analyzed by SELDI-TOF
MS. A training set of spectra derived from analysis of serum from 30 patients with active
pulmonary tuberculosis and 22 non-tuberculosis controls were analysed by a machine
learning algorithm called decision tree boosting. The discovered decision tree was then
used to classify an independent testing set of 28 masked serum samples: 19 from patients
with tuberculosis, and 9 from healthy volunteers or those with non-tuberculosis disorders.
Results: Compared with the control group, 36 protein/peptide peaks were noted in Tibet
patients with tuberculosis. Of the 36 protein/peptide peaks, 30 peaks over-expressed
among the patients with tuberculosis. In contrast, 6 peaks down-regulated in the TB
patients. Among 36 differential peaks, 13 positive and 2 negative protein/peptide peaks
have more than 2-fold statistically significant difference between the two groups average.
The optimal decision tree model with a panel of one biomarker with mass: charge ratios
(m/z) of 4821.9 determined in the training set could precisely detect 28 of 30 (sensitivity
93.3%) active pulmonary tuberculosis serum samples and 3 of 22 (specificity 86.4%) non-
tuberculosis samples. Validation on an independent blinded testing set gave an accuracy
of 88.6% (sensitivity 89.5%, specificity 88.9%) using the optimal classification tree
consisting of the one biomarkers.

Conclusion: These preliminary data suggest a potential application of SELDI-TOF
MS proteomic pattern analysis as a rapid and accurate method to diagnose individuals
with active pulmonary tuberculosis in Chinese Tibetan population from corresponding
control subjects.
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Effect of renal transplantation on serum hepatocyte growth factor levels
in hemodialysis patients with HCV infection.

L. N. Kamel', A. Kenawi’. ! Theodor Bilharz Research Institute, Giza, Egypt,
’Kasr El Aini, Cairo, Egypt,

Objective: The purpose of this study was to evaluate the effect of renal transplantation
on serum hepatocyte growth factor levels in hemodialysis patients with HCV infection.
Materials and methods: Seventy four subjects with HCV infection were enrolled in the
study, they had normal liver function tests and patients with active hepatic disecase were
excluded from the study. The 74 subjects were further subdivided into three groups:
Control group (n=10), hemodialysis group (HD) (n= 30) and renal transplant recipient
group (n=34). Serum hepatocyte growth factor (HGF) determination was performed using
quantitative sandwich enzyme immunoassay.

Results: Our study revealed that serum levels of HGF in HD patients showed a significant
increase as compared to control (p<0.001) and renal transplant groups (p<0.001). In HD
patients serum HGF levels showed a positive correlation with both serum creatinine levels
(r=0.874, p< 0.001) and urea levels (r= 0.559, p< 0.001) but did not correlate with ALT
levels or duration of HD. Serum HGF values in renal transplant recipients showed no
statistically significant changes as compared to controls and did not correlate with either
creatinine, urea, ALT and cyclosporine blood levels.

Conclusion: Our results suggested that elevated serum HGF in HD patients might be
attributed to its increased production in response to the chronic renal injury, the effect
of heparin, or its reduced removal in CRF patients. Elevated serum HGF values in HD
patients return back to normal in renal transplant recipients with good allograft function.

Evaluation of the Abbott ARCHITECT Toxo IgG, IgM and IgG Avidity
Assays

G. T. Maine', A. Francisco?, R. Stricker?, R. Stricker®. ‘Abbott Diagnostics,
Abbott Park, IL, Abbott Diagnostics, Baar, Switzerland, *Dianalabs, Geneva,
Switzerland,

Objective: Evaluate the performance of the ARCHITECT Toxo IgG, IgM, and IgG avidity
assays in samples from women with documented seroconversion for toxoplasmosis during
gestation and in samples from the Toxoplasma Serology Laboratory in Palo Alto, CA.
Relevance: Document performance of the new Toxo panel in the clinical laboratory
relative to current methods in use.

Methods: Archived patient samples (n = 200) selected from pregnant women (n = 47)
with documented recent seroconversion for toxoplasmosis were tested and the results
compared to the Abbott AxXSYM Toxo IgG and IgM assays. Archived patient samples (n
= 400) from the Toxoplasma Serology Laboratory were tested and the results compared
to the Sabin-Feldman Dye test, the differential agglutination test (AC/HS), and the Vidas
Toxo IgG avidity assay.

Results: In samples from pregnant women undergoing seroconversion for toxoplasmosis
the ARCHITECT and AxSYM Toxo IgG and IgM assays detected the same first bleed
as Toxo IgG and IgM positive or equivocal in 42/47 and 45/47 patients, respectively. In
the remaining patients either the ARCHITECT or AXSYM assay detected the patient as
positive for Toxo IgG or IgM one bleed earlier. Detection of Toxoplasma-specific I[gM
before IgG occurred in 5/47 patients (11%). The clinical sensitivity of the ARCHITECT
Toxo IgG avidity assay using a cutoff of 4 months post-seronegative bleed was (111/112)
=99.1% (95% CI = 95.1-100%). In samples from the Toxoplasma Serology Laboratory
the agreement between the ARCHITECT Toxo IgG test and the Toxo IgG + IgM tests
with the Dye test was (383/392) = 97.7% (95% CI= 95.7-98.9%) and (389/392) = 99.2%
(95% CI = 97.8-99.8%), respectively. Agreement between the ARCHITECT and Vidas
IgG avidity assays was (229/234) = 97.9% (95% CI = 95.1-99.3%). The agreement
between the ARCHITECT and Vidas Toxo IgG avidity assays with the AC/HS test was
(231/241) = 95.9% (95% CI = 92.5-98.0%) and (247/258) = 95.7% (95% CI = 92.5-
97.9%), respectively.

Conclusion: The performance of the three fully automated Abbott ARCHITECT Toxo
immunoassays was equivalent to the reference assays and easier for a laboratory to
perform than the Dye test and AC/HS assay.
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Performance Characteristics of the Access® Cytomegalovirus (CMYV)
Immunoglobulin M (IgM) Assay

M. L. Rawlins', S. L. La’ulu!, L. Maxwell?, J. C. Ritchie?, W. L. Roberts>.
'ARUP Laboratories, Salt Lake City, UT, ’Emory University Hospital,
Atlanta, GA, *Department of Pathology, University of Utah Health Sciences
Center, Salt Lake City, UT,

Cytomegalovirus (CMV) is a member of the Herpesviridae family and is found
throughout the world. The seroprevalence of human CMV virus ranges from 30%
to 90% in developed countries and increases with age. Primary infection is usually
asymptomatic in healthy individuals, after which the virus remains latent for life with
periodic reactivation and rarely causes complications in these individuals. However, in
the fetus, neonate, immunocompromised individuals, and transplant recipients, CMV
infection can cause serious disease. Measurement of antibodies against CMV can be
used to detect current infection, past infection in immunocompromised persons who
are at risk for recurrent infection, pregnant women, and newborns suspected of having
CMYV infection. The imprecision and concordance of the automated Access 2 CMV IgM
(Beckman Coulter, Inc.) and the mini VIDAS CMV IgM (bioMérieux, Inc.) assays were
evaluated. Imprecision data are summarized in the table. Serum specimens submitted to
the clinical laboratory for CMV IgM testing (n=1046), maternal serum testing (n=307),
and specimens from immunocompromised subjects (n=75) and transplant recipients
(n=216) were tested by the Access 2 and mini VIDAS methods. The mini VIDAS was
used as the comparison method. Equivocal samples were excluded from all data analyses.
For samples submitted for routine CMV testing, relative sensitivity, relative specificity,
and concordance for the Access 2 assay were 87.3%, 97.2%, and 96.6%, respectively. For
maternal serum samples, relative specificity and concordance were 99.7% and 99.7%,
respectively. There were no samples positive by both methods for this group, so relative
sensitivity could not be estimated. For immunocompromised samples, relative sensitivity,
relative specificity, and concordance were 100.0%, 97.1%, and 97.2%, respectively.
Relative sensitivity, relative specificity, and concordance for transplant recipients were
100.0%, 94.9%, and 95.0%, respectively. Based on these data, the Access 2 CMV IgM
assay showed good analytical performance and is suitable for routine clinical testing.

Summary of imprecision data
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the Hepatitis B virus infection and the €2 allele had positive correlation with hepatitis B
infection in northern China.

128

Evaluation of an Automated Immunofluorescent Assay for Procalcitonin
P. P. Chou, N. Matt, L. Song, K. Sisco, N. Sherman. Quest Diagnostics
Nichols Institute, Chantilly, VA,

Introduction: Sepsis (systemic infection) is a daily challenge in intensive care units.
There are various known therapeutic strategies to improve survival in patients with
sepsis and early assessment is important for determination of the appropriate treatment.
Procalcitonin (PCT) can be produced by several cell types and many organs in response
to pro-inflammatory stimuli, in particular by bacterial products. In healthy adults, plasma
PCT concentrations are found to be below 0.1 ng/mL. PCT levels rise rapidly within 6 to
12 hours after a bacterial infectious insult with systemic consequences. PCT levels can also
be elevated independent of an infectious process, but the return to baseline is usually rapid.
Such conditions include early onset of multiple traumas, major surgery, severe burns, or
in the first two days of life in neonates. Viral infections, bacterial colonization, localized
infections, allergic disorders, autoimmune diseases, and transplant rejection do not usually
induce a significant PCT response (values < 0.5 ng/mL). Therefore, by evaluating PCT
concentrations, the physician may use the findings to detect sepsis and to aid in the risk
assessment for progression to severe sepsis and septic shock.

Method: The measuring principle of BRAHMS PCT is based on time-resolved amplified
cryptate emission (TRACE®) technology, which measures the signal that is emitted from
an immunocomplex between two highly specific cryptate- and XL665-labeled anti-PCT
antibodies. The intensity of the signal is proportional to the amount of procalcitonin
present in the specimens.

Results: This assay has a total CV of 4.9% (mean=0.3 ng/mL) and 1.9% (mean=10.6 ng/
mL). This assay is linear from 0 to 175 ng/mL. Recovery studies using quality control
materials were acceptable with bias < 5% at all levels up to 25 ng/mL. A correlation study
using 68 serum specimens with known PCT concentrations yielded a linear regression
line with a slope of 0.9595, a y-intercept of -1.07, and a correlation coefficient of 0.9986.
A reference range of less than 0.1 ng/mL was established by analyzing both serum and
EDTA plasma specimens collected from apparently healthy adult individuals. Both serum
and plasma specimens yielded equivalent results in the reference range study. Stability
studies show PCT has limited stability (<4 hours at room temperature and 5 days at
refrigerated temperature), whereas PCT is stable for at least 43 days at frozen temperature
in our study. Freeze and thaw cycles up to four times do not affect the results.

Conclusi The performance of this assay is acceptable. This assay is fully automated,

Investigation of the relationship between apolipoprotein E gene
polymorphisms and hepatitis B virus infection in northern China

C. Xiong', Q. Cen?, Z. Yin’, X. Zhou', J. Tu'. 'Zhongnan Hospital of Wuhan
University, Wuhan, China, *Zhongshan Hospital of Wuhan University, Wuhan,
China, 3Beijing Chuiyangliu Hospital, Beijing, China,

Background:Certain genetic polymorphisms can lead to differences on immunity
function, thus affecting different clinical outcomes for HBV patients. The aim of this study
was to investigate the association between apolipoprotein E gene polymorphisms and
Hepatitis B infection status in northern Chinese population.

Methods:Genomic DNA was extracted by improved Nal method from the peripheral
blood of 270 cases of hepatitis B patients with different infection models and 112 healthy
controls. Multiplex Amplification Refractory Mutation System (Multi-ARMS) was
performed to analyze Apolipoprotein E gene polymorphisms with three alleles (€2, €3, €4)
in the hepatitis B carriers and control cases. Chemiluminescence assay was used to detect
serological markers for hepatitis B infection status.

Results:An improved PCR system for the detection of ApoE gene polymorphisms was
established successfully. The frequency of €2 allele in patients with different models
of hepatitis B infection was higher than that in the normal control group (P<0.05). The
€2 allele, compared with the e3&e4 alleles, has positive correlation with the hepatitis B
infection (OR = 1.735, 95%CI: 1.509-1.999, P<0.01; OR = 1.768, 95% CI: 1.554-2.011,
P<0.01).

Conclusion:Our results indicated that the ApoE gene polymorphism was associated with

easy to perform, and provides rapid turnaround time. The reference range for both serum
and EDTA plasma are in agreement with package insert provided by the manufacturer.

Mean . |Within run Between Between  |Total CV
Method Sample [N E;);lgg;tratlon v (%) 1(102)11) Ccv day CV (%) |(%)
Access2  |L1 20 10.109 2.1 4.1 0.0 4.6
L2 20 11.11 6.6 0.0 6.3 9.2
L3 20 |11.2 6.9 0.0 3.7 7.8
mini VIDAS|LI 20 10.145 132 0.0 4.1 139
L2 20 [1.10 6.1 3.3 0.0 7.0
L3 20 [1.76 4.0 0.7 0.7 4.1

The clinical Laboratory’s critical role in decreasing Methicillin-resistant
Staphylococcus aureus (MRSA) hospital acquired infection (HAI) by
implementing a rapid screening program in a community hospital.

D. L. Uettwiller-Geiger. John T. Mather Memorial Hospital, Port
Jefferson, NY,

Background: Invasive MRSA infections occur in approximately 94,000 people annually
and cause as many as 9,000 deaths per year, according to the CDC. HAIs cost the United
States society between 4 and 5 billion dollars annually.

Objectives: To implement a rapid screening program to cost effectively detect MRSA
colonized and/or infected patients using rapid polymerase chain reaction (PCR) in real
time providing clinicians with key test results within one hour instead of days to reduce
MRSA patient to patient transmission. An effective interventional surveillance program
with along laboratory testing support will reduce the number of HAIs and the associated
morbidity and mortality, thereby improving patient safety by reducing risks of infection
and other adverse outcomes, while meeting the regulatory requirements for The Joint
Commission, National Patient Safety Goals (NPSF), Goal 07.03.01.

Methods: A comprehensive, integrated, multi-disciplinary surveillance screening program
was implemented in March 2008 using the new surveillance laboratory testing technology
of PCR. The Cepheid GeneXpert System uses a single test cartridge delivering MRSA test
results in less than an hour with minimal handling by a laboratory technologist. MRSA
testing is provided on demand in real time during any shift, any day, and around the clock,
allowing for fast interventions by clinicians and infection control preventists when MRSA
is detected.

Results: Our surveillance screening strategy initially focused on risk populations of
intensive care units (ICU), cardiac care unit (CCU), and Orthopedics and later expanded
to the telemetry unit. In 2007, before rapid PCR MRSA screening, the infection rate was
.90/1000 discharges and after implementation of rapid PCR MRSA screening in 2008
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and 2009 the infection rate was .59/1000 and .29/1000, respectively. Comparing MRSA
infection rates between 2008 and 2009 there was a 50% reduction in MRSA HAI with a
corresponding 50% reduction in infection costs. MRSA surveillance screening costs in
2009 for Laboratory testing were $104,769 and based on the average cost of infection
incurred during hospitalized medical care of $35,000 dollars per infected patient, we
decreased the cost by $920,500 dollars in 2008 and by $847,000 in 2009, or almost $1.8
million dollars between 2007 and 2009.

Conclusions: Rapid surveillance screening for MRSA using automated molecular
diagnostics of PCR reduces the time to diagnosis, treatment and cure, saving thousands
of dollars in hospitalization and infection costs associated with HAIs, while enhancing
patient safety and significantly reducing infection rates.

Biochemical and molecular characterization of Mycobacterium avium
subspecies paratuberculosis and investigation of its relationship to
Crohn’s disease in humans

J. C. Uzoigwe', R. Kargbo', Y. Takahashi', G. R. Cook', M. L. Khaitsa, P. S.
Gibbs?. 'North Dakota State University, Department of Chemistry, Biochemistry
and Molecular Biology, Fargo, ND, *North Dakota State University, Department
of Veterinary and Microbiological Sciences, Fargo, ND,

BACKGROUND: Crohn’s disease is a debilitating chronic infection of the intestine in
humans. Although the etiology of Crohn’s disease remains unproven, several studies
have purported that Mycobacterium avium subspecies paratuberculosis (MAP) plays a
causal role in Crohn’s disease. MAP is the causative agent of Johne’s disease in cattle, a
chronic disease that in some ways resembles Crohn’s disease. MAP has become a concern
in laboratory medicine because, as reported by recent studies, DNA from this agent has
been isolated from several patients with Crohn’s disease, which suggests that it may be
a factor in the causation of this disease. OBJECTIVES: The purpose of this research
was to investigate the level of similarities between MAP isolates using molecular and
biochemical methods, in order to improve our understanding of the possible differences
in virulence between the isolates, and the possible role of some strains in the pathogenesis
of Crohn’s disease.

METHODS: Seventy five (44 asymptomatic and 31 symptomatic) isolates of cattle origin
and 3 isolates of human origin, were characterized by utilizing molecular techniques of pulse
field gel electrophoresis (PFGE) using Snabl endonuclease, and restriction fragment length
polymorphism (RFLP) using BSTEII endonuclease , as well as biochemical techniques of
mass spectrometry (MS) and high performance liquid chromatography (HPLC).

RESULTS: The HPLC analysis of mycolic acid yielded peaks at m/z 341, 399, 443, 487,
531, 575, 619, 663, 707, 751, 795, 839 and 883. Slight differences between symptomatic
and asymptomatic groups were observed in the high mass region of the mass spectra,
which showed that 4 (9.1%) of asymptomatic isolates and 24 (77.4%) of symptomatic
isolates displayed additional peaks of longer chain length at m/z 910, 937, 940, 1037,
1045, and 1071. Of the three human isolates, two showed long chain mycolic acid similar
to those of symptomatic cow isolates, while one displayed shorter carbon chain mycolic
acid similar to those of asymptomatic cow isolates.

CONCLUSION: The results of this study provided new information on the possible role
of long carbon chain length of mycolic acid in the virulence of some strains of MAP, in
both bovine and human hosts, and together with the high level of similarity in PFGE and
RFLP patterns of MAP isolates from symptomatic cattle and Crohn’s disease patients,
provided support that MAP may play a probable role in the etiology of Crohn’s disease.
Thus, it appears that particular MAP strains have developed the ability to infect a wide
range of cattle, and possibly humans.

Evaluation of the RIDA®QUICK Norovirus Rapid Immunoassay versus
real time RT-PCR for the detection of Norovirus in faecal samples

S. Day', C. Curtis', M. Lyon?, A. Simons®, P. Derrington'. 'Department of
Microbiology, Pathology Queensland, Gold Coast Hospital, Gold Coast,
Australia, >Public Health Virology Laboratory, Queensland Health Forensic and
Scientific Service, Brisbane, Australia, *R-Biopharm AG, Darmstadt, Germany,

Background: Noroviruses are the global leading cause of outbreaks as well as sporadic
cases of acute gastroenteritis, estimated to affect 23 million people yearly in the United
States. They are highly contagious and spread easily from person to person. Norovirus
outbreaks occur in many settings such as schools, nursing homes, restaurants, hospitals
and cruise ships and are associated with a high socio economic burden. Outbreaks result
in health burden for individuals living or working in these settings and in significant cost
for the institution. The total economic impact of a single outbreak in a 1,000 beds hospital
was estimated to be $657,644. To prevent transmission, early diagnosis followed by
appropriate hygiene interventions is crucial. The gold standard for diagnosis of norovirus
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from faecal samples is RT-PCR which is generally performed in a regional reference
centre. Transport to these centres may result in delays in diagnosis and increased norovirus
spread in an institution. A rapid and sensitive screening method would improve timely
diagnosis and facilitate timely infection control measures. For this reason the performance
and sensitivity of the RIDA®QUICK Norovirus Immunoassay (R-Biopharm) was
evaluated versus real-time RT-PCR for detection of norovirus in faecal samples.
Methods: 159 frozen patient faecal samples were included in the study. Of these 87
(55%) were known positive and 72 (45%) were known negative by real-time RT-PCR.
The samples were blinded to the operator and randomly tested in batches of six specimens
representative of a norovirus outbreak. The RIDAQUICK Norovirus is a 15 minute, lateral
flow through enzyme linked immunoassay for detecting genogroup I and genogroup II
noroviruses in stool samples. Sample is filtered through a porous membrane bound with
specific monoclonal antibodies directed against noroviruses. If present, norovirus antigen
binds to the capture antibodies and is revealed by the addition of a labelled peroxidase
conjugate. The positive reaction is made visible by the addition of a chromagen. Internal
controls are included.

Results: The sensitivity, specificity, positive predictive value (PPV) and negative
predictive value (NPV) of the RIDAQUICK Norovirus was 82%, 100%, 100% and 82%
respectively compared to RT-PCR. The results showed 90% agreement. At a CT value of
21 and below 98% of the PCR positive samples were RIDAQUICK Norovirus positive.
Samples with a CT value of greater than 26 are confirmed by RIDAQUICK Norovirus in
only 42% of cases.

Conclusion: The RIDAQUICK Norovirus is a simple 15 minute assay with a sensitivity
of 82% and excellent specificity. A positive result correlates with high viral load and thus
increased infectivity. If several samples are tested in an outbreak setting, the single test
sensitivity can be further increased and in that case a single positive result precludes the
need for a further testing of samples in that outbreak. The RIDAQUICK Norovirus is a
simple and rapid assay which is easy to perform and is a suitable screening method for
quick and reliable diagnosis of a norovirus outbreak to ensure timeous introduction of
infection control measures.

Evaluation of Two Commercial Enzmye Immunoassays for the Detection
of Norovirus in faecal samples compared to RT-PCR

F. Schreiber!, A. Simons?, P. Derrington®. School of Biomedical and Physical
Science, Griffith University, Gold Coast Campus, Gold Coast, Australia,
’R-Biopharm AG, Darmstadt, Germany, *Department of Microbiology,
Pathology Queensland, Gold Coast Hospital, Gold Coast, Australia,

Background: Noroviruses are the leading cause of acute gastroenteritis worldwide and
are commonly associated with large outbreaks in schools, nursing homes, restaurants,
hospitals and cruise ships. Since noroviruses are highly infectious, a fast and reliable
detection method is important for timely infection control measures. The highly sensitive
and specific RT-PCR is the gold standard for norovirus diagnosis, but is also labour
intensive, time consuming, require a high level of technological skill and is generally
performed in regional reference centers. The transport to a regional center may result
in a delay in diagnosis and thereby related delay in infection control measures. Enzyme
immunoassays could be an attractive alternative or supplement to RT-PCR because they
are rapid, simple and can be used in most diagnostic laboratories. The performance of two
EIAKkits, (RIDASCREEN®Norovirus 3" Generation (R-Biopharm) and IDEIA™Norovirus
(Oxoid)) versus RT-PCR was evaluated for the detection faecal samples.

Methods: In total 100 frozen faecal samples determined positive and negative by RT-
PCR were tested by both EIAs. The samples were blinded to the operator and randomly
tested in batches of six specimens representative of a norovirus outbreak. Both EIAs use
a double antibody sandwich technique, while only RIDASCREEN Norovirus use a third
enzyme labeled antibody to determine the presence of the “detector” antibody. The IDEA
Norovirus utilizes specific monoclonal and polyclonal antibodies from genogroup I and
II to detect these norovirus antigens. The RIDASCREEN Norovirus utilizes specific and
cross reactive monoclonal antibodies for the detection of most common norovirus strains.
The IDEIA kit requires a minimum processing time of 1.5 hours with one manual wash,
and the RIDASCREEN kit requires a minimum processing time of 1.75 hours with two
manual washes.

Results: Out of the 100 frozen samples included in the study 60 were known positive
and 40 were known negative by RT-PCR.. Sensitivity and specificity versus RT-PCR was
76.6% (46/60) and 97.5% (39/40) respectively for RIDASCREEN and 66.6% (40/60)
and 95% (38/40) respectively for IDEA. Compared to RT-PCR as standard reference the
results showed an agreement of 85% for RIDASCREEN and 78% for IDEA. The PPV
and NPV was 97.9 % and 73.6% for RIDASCREEN and 95.2 % and 65.5 % for IDEA
respectively. Of the two EIA false positive results, one sample tested positive by both
kits and one tested positive by IDEIA only - unfortunately the samples were discarded
before RT-PCR could be repeated to confirm. The specificity may therefore be higher
than reported.
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Conclusion: The results suggest that EIAs could be implemented for norovirus
screening as an adjunct to RT-PCR for rapid diagnosis of norovirus to allow
timely implementation of infection control procedures in outbreak situations. The
RIDASCREEN Norovirus 3" Generation kit was superior in sensitivity and specificity
compared to the IDEA Norovirus kit.

Preliminary quantitative assessment of serum HBsAg levels using the
Access® HBsAg assay* on UniCel DxI 800

A. Pivert', S. Alain?, M. Maniez’, F. Lunel', F. Bouniort*. Laboratoire de
Virologie, CHU Angers, Angers, France, *Laboratoire de Virologie, CHU
Limoges, Limoges, France, *Etablissement Frangais du Sang Nord de
France, Lille, France, *Beckman Coulter , Inc, Nyon, Switzerland,

Background : Quantitative measurement of serum hepatitis B surface antigen (HBsAg)
has been proposed as a predictor of response to antiviral treatment.

Objective : To evaluate the feasibility of quantification of HBsAg based on the qualitative
Access HBsAg assay***.

Method : The Access HBsAg was tested with a documented quantitative panel (10
samples from 2.04 to 0.03 ng/mL) from EFS (Etablissement Frangais du Sang) and the
WHO 00/588 diluted (from 100 to 0.09 IU/mL). A linear regression was calculated.
Linearity was studied with a high-titer sample (5,000 ng/mL) diluted to a range of 0.04 -
500 ng/mL. All the samples were also tested with the quantitative ARCHITECT**HBsAg
assay and correlation calculation was performed.

Results : The regression calculation with the EFS quantitative panel indicated a R*=0.9945
for Access HBsAg (the R? observed with ARCHITECT was 0.9804). The regression
calculation with the diluted WHO standard showed a R? = 0.9999 up to 25 HBsAg IU/mL
and 0.9813 up to 100 HBsAg TU/mL (the R? observed with ARCHITECT was 0.9954).
A dilution study with HBsAg high-positive sample demonstrated excellent linearity of
the Access HBsAg assay with R? = 0.9921 up to 50 ng/mL. The correlation coefficient
between DxI HBsAg and Architect HBsAg ranged from 0.9898 to 0.9997 for the different
panel (EFS quantitative panel) and diluted (WHO, EFS high-titer) HBsAg samples.
Conclusion : These preliminary data showed that the Access HBsAg assay, currently
available as a qualitative assay for HBsAg, could be adapted for quantitative HBsAg
determination. Additional investigation with clinical samples should support algorithm
definition and performance with this new application.

*The Access HBsAg is not approved for use in the U.S.

**All trademarks are property of their owners***Not intended as off-label promotion of
any Beckman Coulter diagnostic product.
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Comparison of the Beckman Coulter Access® CMV IgG and CMV IgM
Assays to the Roche Elecsys” CMV IgG and IgM Assays in Routine
Laboratory

J. Van Helden', M. Martin?, C. Vauloup-Fellous?, E. Bouniort".

!Praxis fiir Laboratoriumsmedizin, Mikrobiologie und Humangenetik,
Monchengladbach, Germany, “Immunotech SAS, Marseille, France,
*Hopital Antoine Béclére, Clamart, France, *Beckman Coulter , Inc, Nyon,
Switzerland,

Background : The human cytomegalovirus (CMV) is a member of the Herpes viridae
family transmitted person-to-person via close non-sexual contact, sexual activity,
breastfeeding, blood transfusions, and organ transplantation. CMV infection is a serious
concern for women of child-bearing age, because it is a leading cause of hearing and vision
loss, as well as mental retardation among congenitally-infected children.

Objective : To compare the results of CMV markers (IgG and IgM) by two automated
immunoassay methods.

Infectious Disease

Method : 500 blood (serum) samples (123 from transplant or immunosuppressed patients,
377 from pregnant women) were tested for CMV IgG and CMV IgM with the Elecsys
IgG and IgM assays run on the Roche Modular E170 platform and with Access CMV IgG
and IgM assays run on the Beckman Coulter UniCel DxI 800 platform. Samples showing
discrepant CMV IgG results were tested with Vidas* CMV IgG assay. Samples showing
discrepant CMV IgM results were further tested with different CMV IgG avidity methods
(Liaison, Vidas and in-house avidity) assessing the sample status (primary or non primary
infection). Concordance was calculated before and after resolution.

Results : The total positive and negative agreement of Access CMV IgG vs. Elecsys
CMV IgG were 98.4% (492/500), 99.1% (416/420) and 97.4% (76/78), respectively. After
resolution, the total positive and negative agreement of Access CMV IgG vs. consensus
method was 100%. The total positive and negative agreement of Access CMV IgM vs.
Elecsys CMV IgM were 92.8% (464/500), 33.3% (2/6 - not statistically significant) and
95.7% (462/483), respectively. Because the CMV IgG avidity index was high, indicating
that the CMV IgM detected in both methods was not linked with a primary infection
and can be considered as negative, the negative agreement after resolution was 94.2%
(471/500) for Access CMV IgM and 96.6% (483/500) for Elecsys CMV IgM.
Conclusion : Based on this data Access CMV IgG showed better performance (relative
sensitivity and specificity after consensus) than Elecsys CMV IgG and slightly lower
relative specificity for CMV IgM (according to IgG avidity index). The Access CMV IgG
and IgM assays are suitable for routine clinical use. *All trademarks are property of their
respective owners.

Performance Characteristics of a Full-Length HIV-1 Integrase
Genotyping Assay by Sequence Analysis in the Siemens Clinical
Laboratory

D. Maghakian', J. Turczyn', S. Cruz', L. Anders!, L. Fisher', P. Joseph!,
S. Pandit?, A. Uzgiris®. ‘Siemens Clinical Laboratory, Siemens Healthcare
Diagnostics Inc., Berkeley, CA, *Siemens Healthcare Diagnostics Inc.,
Berkeley, CA,

Background: HIV-1 integrase enzyme is a three-domain monomeric protein (N-terminal,
peptide chain, and catalytic core) that participates in the formation of the active quaternary
structure. Catalytic core codons 51 to 211 mediate binding of magnesium ion and catalyze
strand-transfer integration of HIV-1 proviral cDNA into the host cell genome. The HIV-1
integrase gene (IN) has no homologue in humans and is remarkably conserved with almost
two thirds of its sequence under high selective pressure. Because of these characteristics,
integrase inhibitors (DNA-binding, 3 -processing, nuclear-transport, and strand-transfer)
are important therapeutics for further study. Of these, integrase strand-transfer inhibitors
(STIs) such as raltegravir (MK-0518, Isentress®; Merck & Co Inc., Whitehouse Station,
NJ, US) are particularly useful. Phase Il BENCHMRK studies provided evidence
for raltegravir therapy in combination with other antiretroviral agents in treatment-
experienced patients demonstrating multidrug resistance. Furthermore, the phase III
STARTMRK study demonstrated potential benefit for the use of STIs in treatment-naive
adult patients. Previously, HIV-1 reverse transcriptase (RT) and protease (PR) genotyping
(TRUGENE?, Siemens Healthcare Diagnostics Inc., Deerfield, IL, US) has proven to be
valuable in therapeutic management of the HIV-1-infected patient. Likewise, full-length
IN genotyping in antiretroviral therapeutic drug monitoring for STIs is now the standard
of care and will continue to provide valuable insight as a companion diagnostic for future
integrase inhibitor drug development.

Objective: To validate a full-length HIV-1 integrase genotyping method by sequence
analysis.

Methods: Viral HIV-1 RNA was extracted from 140 pL human plasma (QIAGEN
QIAamp™ Viral RNA Mini Kit; QIAGEN Inc., Germantown, MD, US). Extracted
specimens were reversely transcribed and amplified by PCR to yield a 1,165 bp amplicon
spanning the IN gene (QIAGEN OneStep™ RT-PCR). Each specimen was sequenced
using a series of eight BigDye™ terminator (Applied Biosystems BDT v3.1; Life
Technologies, Carlsbad, CA, US) reactions according to standard protocol and detected
by capillary electrophoresis (ABI 3130 and 3500x] genetic analyzers, Life Technologies).
The 867 bp of contiguous bidirectional sequence generated was aligned against the NCBI
reference sequence (LOCUS NC_001802 9181 bp ss RNA linear VRL 08-DEC-2008)
and included sequence encoding for the entire mature IN peptide sequence. Treatment-
associated mutations were visualized as discrepancies between the reference sequence and
the patient sample.

Results: Within-run repeatability and between-run precision were both 100%. Analytical
sensitivity of 898 target copies/mL with 100% accuracy was demonstrated across the entire
867 bp sequence (subtype B) and verified by in silico analysis. Full-length accuracy of
well characterized HIV-1 group M subtype samples (A-H) was >98%. No contaminating
sequence was detected in all negative control reactions (HIV-1-negative human plasma),
with 100% specificity for HIV-1 IN sequence target. High-end viral load (>12,000,000
target copies/mL) indicated 100% genotype accuracy. The quality or accuracy of sequence
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results were not compromised in the presence of potential interfering substances. Clinical
studies indicated 100% concordance across a well-characterized and blinded sample set,
with an estimated clinical sensitivity of 97.4%.

Conclusion: The full-length HIV-1 integrase genotyping assay is an analytically valid
laboratory-developed method with demonstrated clinical utility.

Clinical evaluation of TRCRapid M.TB for the detection of
Mycobacterium tuberculosis complex in respiratory and nonrespiratory
specimens

E. Miyajima, H. Tanaka, H. Hirose, Y. Kato, S. Kida, H. Yonezawa.
Yokohama City University Medical Center, Yokohama, Japan,

Background: The rapid and accurate diagnosis of tuberculosis is crucial to providing
optimal treatment and reducing the spread of infection.

Methods: We evaluated respiratory and nonrespiratory clinical specimens using a new
automated Mycobacterium tuberculosis complex (MTBC) ribosomal RNA detection kit
(TRCRapid M.TB; Tosoh Bioscience, Tokyo, Japan), which is based on transcription-
reverse transcription concerted reaction (TRC). TRC enables the rapid and completely
homogeneous real-time monitoring of isothermal sequence RNA amplification without
any postamplification procedures.

Results: The results were compared with those of M. tuberculosis culture. A total of
1,155 respiratory and 420 nonrespiratory specimens collected from 1,282 patients were
investigated. Of the 45 specimens culture positive for MTBC, 42 were TRC positive, and
of the 1,530 specimens culture negative for MTBC, 1,523 were TRC negative. Compared
to the results of culture, the overall sensitivity and specificity of the TRC were 96.6%
and 99.9%, respectively, for respiratory specimens and 87.5% and 98.5%, respectively,
for nonrespiratory specimens. The sensitivity of the TRC was 100% for smear-positive
respiratory and nonrespiratory specimens, 88.9% for smear-negative respiratory
specimens, and 80% for smear-negative nonrespiratory specimens. No significant
differences were observed in test performance between respiratory and nonrespiratory
specimens.

Conclusion: The TRC method proved to be clinically useful for the rapid identification
of MTBC in respiratory and nonrespiratory specimens and in both smear-positive and
smear-negative samples.
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Molecular Epidemiology of an Outbreak of Multidrug-resistant
Acinetobacter baumannii in an Intensive Care Unit of victims of the
‘Wenchuan earthquake

Y. Xie, m. kang, c. tao, h. fan, 1. guo, y. ye, z. chen. Division of Clinical
Microbiology, Department of Laboratory Medicine, West China Hospital,
ChengDu, China,

Background:Multidrug-resistant (MDR) Acinetobacter baumannii are emerging as
important nosocomial pathogens and were responsible for infection in some earthquake
patients. During a two week period after the May 12, 2008 WenChuan earthquake, seven
earthquake patients suffering from invasive infection caused by MDR A. baumannii were
identified in the traumatic Intensive Care Unit (ICU) of West China Hospital SiChuan
University (ChengDu, China). To study the nosocomial infection outbreak strains
from these patients and from the hospital environment were collected and analyzed for
identification, AST, and strain typing.

Methods: A total of 17 4. baumannii strains were isolated from earthquake patients and
the environment in ICU. Eleven strains were isolated from seven different earthquake
patients, Six strains were isolated from ICU medical equipment and family members of
patients.

Results:Three different antibiogram profiles were found from the 17 isolates. Strain
typing, using a commercially available strain typing system, DiversiLab, which employs
the repetitive sequence-based PCR (rep-PCR) technology showed 5 different clusters of
isolates: I (6 isolates), I (8 isolates), and III-V (1 isolate each).

Conclusion: MDR 4. b ii is one of the most important pathogenic microorganisms
with a high incidence of hospital infection, especially in traumatic ICU after earthquake.
DiversiLab System can be effective in tracking the outbreak of hospital infection caused
by genetically related pathogens.

Tuesday, July 27, 10:00 am — 12:30 pm

The Clinical Application of Serum Procalcitonin in Infectious Disease
L. Guo, M. Xiong, H. Fan. Division of Clinical Microbiology, Department of
Laboratory Medicine, West China Hospital, ChengDu, China,

Background: to explore the clinical value of serum PCT in diagnosis and prognosis
assessment of bacteria caused sepsis.

Method: A total of 80 inpatients admitted to our hospital for bacteria or fungi caused
sepsis were selected. Another 20 cases of non-septic infections were chosen as controls.
Fast venous blood samples were collected from each septic subject in the morning before
breakfast on the 1%, 3%, 5" days, and from non-septic subjects only on the first day. The
samples were centrifuged and kept under -20°C. Enzyme linked fluorescent assay (ELFA)
was employed to measure the serum PCT. CRP was determined by immunity-turidity
method. The measurement data is expressed by mean-tstandard deviation. The comparison
of two samples is make sure of t-test and the analysis of correlation is accomplished by
linear correlation. Describe the receiver operating characteristics curve (ROC) to evaluate
the capability of diagnosis and to account the area under the curve (AUC).

Results: Differences were statistically significant with serum PCT, temperature, heart
rate, respiratory rate, WBC, PLT and CRP in septic group compared to non-septic group
(P<0.05), with which the levels were markedly higher in septic group except PLT. Scatter
diagrams of the correlations among PCT with temperature, PLT and CRP indicate positive
correlations with degrees of correlation as following: CRP>PLT>temperature. Serum PCT
level was much higher in subjects suffering septic shock, compared to which APACHE-II
score has merely slightly elevated. The fluctuation of serum PCT level paralleled with
the variation of septic condition, whereas CRP did not. Serum PCT levels were found to
be markedly higher in patients with Gram negative bacteremia than in those with Gram
positive bacteremia or fungi, regardless the severity of sepsis. A serum PCT level of 2.40
ng/ml yielded an 75.0% sensitivity value and a 63.9% specificity value for Gram negative
related bacteremia in septic group.

Conclusions: Serum PCT is preferred to clinical symptoms,WBC,PLT and CRP in
discriminating sepsis from non-septic infections. Serum PCT level is closely correlated
with the severity of sepsis, suggesting its big value in assisting physicians with accurate
and timely severity determination. In critically ill patients with clinical sepsis, the elevated
PCT levels could be greater when the bacteremia is caused by Gram negative bacteria
in comparison with Gram positive bacteria or fungi. And it might help to distinguish the
type of bacteria causing sepsis, which may play an important role in guiding the therapy
further on.

Detection and resistance analysis of mycoplasma in female genital tract
inflammation
Q. Wu,Y. Li, M. Wang. Renmin Hospital of Wuhan University, Wuhan, China,

Background: To investigate the infectivity of mycoplasma in female genital tract
inflammation, and monitor the resistance change so as to guide reasonable drug use
in clinic.

Methods: We considered 1220 cases of patients with genital tract inflammation and 183
asymptomatic cases, aged between 18 and 55, females. Leucorrhoea specimens were
strictly collected from vaginal fornix, which were soon inoculated in transport medium.
Identification, enumeration and antibiotic of the pathogens were performed on the plate.
Then incubated at 37°C, and observed for color changes at 24 and 48 h. Enumeration
at one pathological level (>10000 CFU/specimen). The antimicrobial susceptibility
testing included tetracycline, doxycycline, erythromycin, azithromycin, clarithromycin,
josamycin, ofloxacin, ciprofloxacin and pristinamycin. The absence of red colour on
the relevant part of the strip provided an index of resistance or susceptibility to each
antimicrobial agent.

Results: The positive rate of mycoplasma in genital tract inflammation was 70.9%,
higher than 22.4% of asymptomatic cases, the difference was significant (P<0.05). Single
Ureaplasma urealyticum (Uu) infections were high resistant to ciprofloxacin and ofloxacin
by 71.1%, while susceptible to other seven antimicrobials (<10%). Resistance rates of
the complex infections of Uu and Mycoplasma hominis (Mh) were high (>10%) to most
drugs. Only susceptible to josamycin, doxycycline, pristinamycin, erythromycin (<10%).
Conclusion: It is important to perform mycoplasma detection for clinical diagnosis and
reasonable use of antibiotics on patients with genital tract inflammations.
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EBY Serology: new fully automated chemiluminescence assays
G. Vignati, B. Osnaghi, C. Giraldo, L. Motta, E. Pastori. “G. Fornaroli”
Hospital, Magenta (M]), Italy,

Backgroung The Epstein-Barr virus (EBV) is a ubiquitous herpesvirus. It is recognized
primarily for its etiological role in infectious mononucleosis (IM), but it is also involved
in many diseases, and many forms of immunodeficiency. Diagnosis of IM is based upon
clinical symptoms, in conjunction with haematological signs (pronounced lymphocytic
response) and serological markers (presence of Heterophile antibodies and/or antibodies
to EBV-specific proteins). Because mononucleosis can be confused with other infectious
diseases (e.g. CMV, Toxoplasma gondii, hepatitis viruses and HIV), with similar clinical
symptoms, the serological detection of antibody reactivity for various EBV antigens,
including viral capside antigen (VCA) of both IgG and IgM classes, the early antigens
(EA), and members of the Epstein-Barr virus nuclear antigen (EBNA) family, is
fundamental for a correct diagnosis of EBV infection.

Methods New chemiluminescence EBV assays on Immulite XPi (Siemens Healthcare
Diagnostics, Milan) have been evaluated using 123 routine non-selected sera and results
have been compared to the method currently used in our laboratory (Liaison, DiaSorin,
Saluggia). All discordant results have been tested in duplicate and then confirmed with
western blot testing (EBV IgM/IgG; Alifax, Milan).

Results and conclusions All results are illustrated in table 1. Both relative (Immulite
XPi vs Liaison) and absolute (Immulite XPi and Liaison vs Immunoblotting) sensitivity
and specificity have been calculated for each parameter under analysis. The two methods
showed an agreement of 83%, when considering all the markers, clinical data and results
of the confirmatory tests. VCA IgG assays showed major differences, mainly due to the
fact that different proteins are used as the solid phase (p18 synthetic peptide and gp125 for
Liaison and Immulite respectively). Antibodies against gp125 are produced early during
primary infections, while antibodies against p18 are produced later, which could explain
the differences.

Table 1 - Summary (comparison data between Immulite XPi vs Liaison)
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miR-146a ) were more susceptible to tuberculosis, with an odds ratio of 1.299 (95%CI,
1.037~1.1.727), especially those of homogenous GG genotype with an odds ratio of 1.72
(95%,1.043~2.837) when compared with individuals of CC genotype and adjusted for
other factors,such as gender and nationality.

Conclusions This is the first study to suggest that common SNPs in miRNAs may
contribute to the susceptibility of PTB, and further functional analysis of the SNP and its
impact on mRNA targets is required to confirm the relationship between genotype and
phenotype.
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The prevalent situation and mechanism of aac(6”)-Ib-cr and gepA genes
for plasmid-mediated quionlone resistance
H. Yu, C. Li, S. Hao. Renmin Hospital of Wuhan University, Wuhan, China,

Objective: To know the popular situation and resistance characteristic of plasmid mediated
quinolone drug-resistant genes aac(6")-Ib-cr and gepA genes in clinical common pathogens
of Wuhan university hospital.

Methods: Susceptibility test to 18 kinds of antibiotics were tested by K-B in virto. aac(6")-
Ib-cr and qepA genes in quinolone drug-resistant pathogens were detected by PCR. MICs
of Ciprofloxacin and Levofloxacin were determined by agar dilution technique in qepA
positive strains. Use statistical methods to compare and analyse the data for understanding
the drug resistance of positive strains. Use Plasmid Conjugation Experiments to discuss
the genetic transmission of aac(6")-Ib-cr and qepA.

Results: 213 isolates of the Clinical common pathogens were quinolone drug-resistant. Test
the aac(6”)-Ib-cr and qepA genes of the 213 isolates by PCR amplification. The aac(6')-
Ib-cr and gepA genes were present in 17.4% and 2.3% respectively. All positive isolates
were suspectible to imipeem and some to cefoperazone/sulbactam, but resistance to some
other drugs. The paired t-test showed the MIC of ciprofloxacin is higher than levofloxacin
for positive strains(The group of aac(6")-Ib-cr positive: t = 5.3481, P < 0.05;The group of
qepA positive:t = 3.0186, P < 0.05). The transfer of plasmid is successful for all of gepA
positive strains and 7 of aac(6")-Ib-cr positive strains from the random 10 aac(6")-Ib-cr

Conclusions: The prevalence of aac(6")-Ib-cr and qepA genes is comfirmed in HuBei
province and they are multiple drug-resistant. Positive strains is main mediated the
resistance of hydrophilic quinolonewhich can spread thoug the way of horizontal
transmission. So we should strengthen the monitoring of these genes in the future.

Genetic study of two nucleotide variations within corresponding
microRNAs and susceptibility to PTB in China

D. Li, T. Wang, X. Song, B. Yang, J. Zhang, J. Wang, c. Tao, B. Ying,
L. Wang. Division of Clinical Microbiology, Department of Laboratory
Medicine, West China Hospital, ChengDu, China,

Background MicroRNAs (miRNAs) are thought to play important roles in the
pathogenesis of tumors or autoimmune diseases. Single nucleotide polymorphisms (SNPs)
within miRNAs can change their characteristics via altering their target selection and/or
expression, resulting in functional and/or phenotypic changes. We decided to investigate
these variants in pulmonary tuberculosis (PTB) individuals, because such information is
currently unavailable.

Methods In this study, two selected miRNAs SNPs (hsa-mir-146a rs2910164 G>C, and
hsa-mir-499 rs3746444 T>C) were genotyped by PCR-RFLP: mismatch to demonstrate
their association with susceptibility to PTB in 227 PTB cases and 483 normal controls.
Some bioinformatics database has been searched to support the association between
between miRNAs and the susceptibility to PTB.

Results There was no link between rs3746444 and PTB risk (P > 0.05),but subjects
carring C allelincreased PTB risk, OR=1.483 (95%CI,1,094~2.010). A polymorphism
(rs2910164 G>C) indicated an association with PTB risk in both genotype ( P = 0.000)
and allelic analysis (P = 0.023). Subjects carrying G allele of rs2910164 (C allele in

Clinical Evaluation of Rapid Antigen Tests for 2009 Pandemic Influenza

K. Tsao', S. Chao?, T. Yang’, C. Huang', Y. Huang', E. Chan*, S. Shih*.
'Laboratory Medicine, Chang Gung Memorial Hospital, Taoyuan, Taiwan,
2Laboratory Medicine, Chang Gung Memorial Hospital, Keelung, Taiwan,
3Laboratory Medicine, Chang Gung Memorial Hospital, Chiayi, Taiwan,
*Medical Biotechnology & Laboratory Science, Chang-Gung University,

Samples tested Immulite Xpi Liaison posifive strains.
Concordant | Discordant
Marker  |Total itivity p y [sp
sera sera
n n (%) n (%) relative [absolute [relative fabsolute fabsolute  [absolute
IVCAIgM [123 (103 (83.7%) |20 (16.3%) [78.0% [95.0% [93.3% [93.0% [94.0% 96.0%
negative 84
1 1
: A-146
positive 18
IVCATIgG [122  ||106 (86.9%) |16 (13.1%) [93.0% [93.0% [58.0% [57.0% [100% 87.0%
negative 7 A Virus
equivocal 0
positive 99
EBNA IgG|121 116 (95.9%) |5 (4.1%) 99.0% [100% 92.0% [93.0% [100% 193.0%
inegative 23
cquivocal 0
positive 93 Taoyuan, Taiwan,

Objective: A novel swine-origin influenza A HINT1 virus (2009 HIN1) was identified as
the cause of the 2009 pandemic outbreaks of febrile respiratory tract infection. It is urgent
to find the best rapid antigen test available for early detection of 2009 HIN1 virus. In
this study, analytical sensitivity and clinical diagnostic efficiency of four common